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- FOREWORD
-+
NASTRAN® (NASA STRUCTURAL ANALYSIS) is a large, comprehensive, nonproprie-
tary, general purpose finite element computer code for structural analysis
which was developed under NASA sponsorship and became available to the public
in late 1970. It can be obtained through COSMIC (Computer Software Management

-

and Information Center), Athens, Georgia, and is widely used by NASA, other -~~~

government agencies, and industry. _ --- ; ... . -
. i

NASA currently provides continuing maintenance of NASTRAN® through COSMIC.
Because of the widespread interest in NASTRAN®, and finite element methods in
general, the Ninth NASTRAN® Users' Colloquium was organized and held at the
Kennedy Space Center, October 22-23, 1980. (Papers from previous colloquia
held in 1971, 1972, 1973, 1975, 1976, 1977, 1978, and 1979 are published in
NASA Technical Memorandums X-2378, X-2637, X-2893, X-3278, X-3428, and NASA
Conference Publications 2018, 2062, and 2131.) The Ninth Colloquium provides
some comprehensive generai papers on the application of finite element methods
in engineering, comparisons with other approaches, unique applications, pre-
and post-processing or auxiliary programs, and new methods of analysis with
NASTRAN.

Individuals actively engaged in the use of finite elements or NASTRAN®
were invited to prepare papers for presentation at the Colloquium. These
papers are included in this volume. No editorial review was provided by NASA
or COSMIC, however, detailed instructions were provided each author to achieve
reasonably consistent paper format and content. The opinions and data pre-
sented are the sole responsibility of the authors and their respective organi-
zations.

Cochairmen:
Robert L. Brugh
COSMIC
University of Georgia
Athens, GA 30602
and
Henry Harris

John F, Kennedy Space Center
Kennedy Space Center, FL 32899

ii




o

I}
e

St 3 -
™ CONTENTS .

Page
FOREWORD « & & v v v ¢ ¢ 4 v o o o o o o s o o s o o o s o o o o s o o o 1i

1. NEW CAPABILITIES AND MODIFICATIONS FOR NASTRAN LEVEL 17.5
AT DINSRDC . . . . v e e . 1
by Myles M. Hurwitz (David W Taylor Naval Ship Research and
Development Center)

2. TIMPROVEMENTS IN SPARSE MATRIX OPERATIONS OF NASTRAN '. P
by Shinichiro Harano (Hitachi Ltd.) J

: - s -
P e M an mer ereeed T mvseran

3.. SOLUTION SENSITIVITY AND ACCURACY STUDY OF NASTRAN FOR LARGE
DYNAMIC PROBLEMS INVOLVING STRUCTURAL DAMPING . . « - « « « « « « « 49
by A. J. Kalinowski (Naval Underwater Systems -Center)

U

RING ELEMENT DYNAMIC STRESSES® . . e e« s+ s . 63
by Nancy Lambert (A. 0. Smit éngineering Systems) and
Micngperucchio.(Navglhundérwater Systems Center)

5. * AN ENHANCEMENT OF NASTRAN FOR THE SEISMIC ANALYSIS OF STRUCTURES « » 719
by John W. Burroughs (Ontario Hydro) /7

- PERR D e

“ SOLUTION OF ENFORCED BOUNDARY MOTION IN DIRECT TRANSIENT AND
HARMONIC PROBLEMS' . . . e e e e e s e .« . 96
by Gary L. Fox (Nt} Engineering Associates, Inc )

O\

7. APPLICATION QE”NASTRAN TO THERMAL TRANSIENT ANALYSIS
WITH, SURFACE ABLATION . . . . . « e s s e s s s s+« » 106
by Karl Meyer (Planning Research Corporation)

8. ON THE APPLICATION OF NONLINEAR LOAD ELEMENTS TO THERMAL
ANALYSES USING THE NASTRAN THERMAL ANALYZER . . .« . . . « « « « « o 121
by Hwa-Ping Lee (NASA Goddard Space Flight Center)

9. 'NASTRAN ANALYSIS OF HEAT-TRANSFER FLUID FILL PIPE FAILURES .« 140

by J. Ronald Winters (Tenpessee Eagtman Company) J)

10. A NASTRAN INVESTIGATION OF SIMULATED PROJECTILE DAMAGE
EFFECTS ON A UH-1B TAIL BOOM MODEL, . . . « « « +« « « « &+ « « « . . 161
by Arnold T. Futterer (U. S. Army Armament Research and
Development Command, Ballistic Research Laboratory)

11. FILITE TTRCULAR PLATE ON ELASTIC FOUNDATION CENTRALLY

LOADED BY RIGID SPHERICAL TNDENTER . . . « « .+ . . . . . 173
by S. K. Wadhwa and P. P. Yang (IBM Geucral Syqtems Division)

111 L x




Page
12. ELASTIC-PLASTIC ANALYSIS USING A TRIANGULAR RING
ELEMENT IN NASTRAN . . . . . « . . . . . e - [¢]
by P. C. T. Chen (U. S. Army Armament Research and Development
Command, Benet Weapons Laboratory, LCWSL)

13. DEVELOPMENT AND ANALYSIS OF THE LEARJET 54/55 FUSELAGE
NASTRAN MODEL USING SUBSTRUCTURE TECHNIQUES . . . . e v e .. w201
by Robert R. Boroughs, Sivam Paramasivam, and Joanna Werner
(Gates Lear jet Corporation)

14. COMPARISON OF FINITE ELEMENT ANALYSES OF A PIPING TEE
USING NASTRAN AND CORTES/SA . . . . o .. 224
by Antonio J. Quezon and Gordon C. Everstine (David W Taylor
Naval Ship Research and Development Center)

iv




NEW CAPABILITIES AND MODIFICATIONS FOR NASTRAN
LEVEL 17.5 AT DTNSRDC

Myles M. Hurwitz
David W. Taylor Naval Ship Research and Development Center

SUMMARY

Since 1970 DTNSRDC has been modifying NASTRAN to suit various Navy require-
ments. These modifications have included major new capabilities as well as
user conveniences and error corrections. This paper describes the new features
added to NASTRAN Level 17.5 at DTNSRDC. The subject areas of the additions
include magnetostatics, piezoelectricity, fluid-structure interactions, iso-
parametric finite elements, and shock design for shipboard equipment.

INTRODUCTION

The David W. Taylor Naval Ship Research and Development Center (DTNSRDC)
has been involved with NASTRAN since 1968. In the ensuing 3-4 years, prior to
the first public release of the program in 1972, engineers at DTNSRDC gained
valuable experience with NASTRAN, often interacting with the program developers
on various theoretical, programming, and user aspects. The result of that
early effort was a detailed NASTRAN evaluation report, which included a brief
description of our first modification to NASTRAN--the addition of a heat trans-
fer finite element to the NASTRAN element library (ref. 1).

In subsequent years, the DINSRDC modifications to NASTRAN were many and
varied, ranging from error correction and user conveniences to new finite
elements and new functional modules and rigid formats.

Since Level 17.5 was released in the Spring of 1979, our NASTRAN modifica-
tion effort has remained vigorous. The subject areas of new capabilities and
uses include magnetostatics, piezoelectricity, fluid-structure interactions,
isoparametric finite elements, and shock design of shipboard equipment. This
paper describes these subject areas as we have implemented them into NASTRAN,
sample applications of some of these areas, and the correction of an important
program error. All of this work will be transferred to the DTNSRDC version of
Level 17.6 after the standard version is released.

MAGNETOSTATICS

The prediction of static magnetic fields around ships and submarines is of




concern to the Navy because of the need for these craft to remain undetected.

A numerical procedure which can predict these fields can also be used to
evaluate systems which might reduce the fields, e.g. degaussing coils. Such a
procedure, making use of a scalar potential rather than the less efficient
vector potential, was described in reference 2. Reference 3 describes a
capability for computing the magnetostatic fields about axisymmetric structures
that was added to NASTRAN. However, that work was limited to the TRAPRG and
TRIARG finite elements and to axisymmetric current coils. In Level 17.5, the
analysis has heen extended to general built-up and continuum structures with
general current coil configurations. The finite clements allowed are those
available for NASTRAN heat transfer analysis (ref. 4), for reasons which may be
seen from the brief description of the applicable theory which follows.

The applicable Maxwell equations governing the magnetostatic case are

VxH =J (1)
V*B =20 (2)
where
H = magnetic field strength or intensity
B = magnetic induction or flux density
J = current density

The constitutive relation
B = uH 3)

where p is the magnetic permeability is also required. If H is separated into
two parts

H=H +H (4)
C m

where H , the field in a homogeneous region due to current density J (as might
occur in a current coil), may be computed using the Biot-Savart law, (ref. 5),
thea H, becomes the only unknown. By equations (1) and (4),

VxH =0 (5)
m
so that
Hm = V¢ (6)
where ¢ is a scalar potential. By equations (2), (3), (4), and (6),
Vo uvep + V uH = 0 (7)

which can be put into the standard form

K¢ = F (8)




where

=~
I

T
y fv (V) u(VNj)dV (9)

Hn
|

= -f (VNi)T uH_dV (10)
v

Ni being the displacement function for a finite element at the ith grid point.
Equation (9) is of the same form as that required to compute the conductivity
matrix in heat transfer, with p representing magnetic permeability rather than
thermal conductivity. Equation (10), which is dependent on the finite element
type, is not in a standard heat transfer form and was added to NASTRAN along
with the new bulk data cards needed to specify H.. Current coils may be
defined, from which NASTRAN computes H. using the Biot-Savart law, or H. may be
specified as coming from an ambient field, or a combination of both sources of
He may be given.

Equation (6) gives the unknown Hp, which, in standard NASTRAN terminology,
is the thermal gradient, and equations (4) and (3) yield the final result.

One unanticipated addition to NASTRAN was required when it was discovered
that the program did not compute thermal gradients for the isoparametric
solids IHEX1, IHEX2, and IHEX3, as needed by equation (6). An example of this
capability is shown in figure 1. The finite element model depicts a solid
sphere (shaded part) which has been placed into a uniform, ambient, axial
magnetic field. TRIARG elements were used and only the upper half was modeled
due to symmetrv. The NASTRAN results are compared with theoretical results in
Table 1.

PIEZOELECTRICITY

The analysis of sonar transducers requires accounting for the effects of
their piezoelectric materials. The theory for these materials couples the
structural displacements to electric potentials (ref. 6). This theory was
incorporated into NASTRAN only for the TRIAAX and TRAPAX finite elements (ref.
7). These elemenis, trapezoidal and triangular in cross-section respectively,
are solid, axisymmetric rings whose degrees-of-freedom are expanded into
Fourier series, thus allowing nonaxisymmetric loads.

The piezoelectric constitutive relations may be written as

(11D

{o} [[CE] el 7 (e}
(D}

[e]T —[eS] {E}

T
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where {o} stress component Urr’ 9,2° %6 %z %re’ %20




T
D} = components of electric flux density = |D
{ components of electric ux density L e’ Dzz’ DaCJ
{e} = mechanical strain components
{E} = electric field components

E , . . .
{c”] = elastic stiffness tensor evaluated at constant electric field
[e] = piezoelectric tensor

S . . . .
[e] dielectric tensor evaluated at constant mechanical strain

]

The displacement vector of a point within an element is taken to be

{up =)V (12)

where u, v, and w are the ring displacements in the radial, tangential, and
axial directions, respectively, and ¢ is the electric potential. The latter
degree-of-freedom is taken to be the fourth degree-of-freedom at each ring.
Each of these quantities is expanded into a Fourier series with respect to the
azimuth position 8. The Fourier series for the electric potential ¢ has the
same form as the Fouriei series for radial displacement u, as given in the
NASTRAN Theoretical Manual (ref. 4).

The "stiffness' matrix for the Nth harmonic is

E
[K(N)] =/ [B(N)]T [[C % [eé ] [B(N)] rdrdz (13)
rz [e]l” ~[e7]

where [B(N)] is the matrix of '"strain-displacement' coefficients for the Nth

harmonic.

Equations (12) and (13) indicate that the matrix equation to be solved for
static analysis may be partitioned as follows:

(K] (K. ] {8} {F 1}
[ 86 5¢] _ s (16)
[K¢6] [K¢¢] {¢} {F¢}
where {8} = hﬁf Vis Wis eees Ups Vo, wnJT
_ T
) = Loy --en o]
{FG} = vector of structural forces
and {F¢} = vector of electrical charges




In addition to the new data cards describing the piezoelectric materials,
many modifications and corrections to NASTRAN were made, including the computu-
tion of complex stresses and forces for the TRAPAX and TRIAAX elements.

An example of a piezoelectric problem is shown in figure 2. This is an
axially polarized PZT-4 piezoelectric disk, vhose natural frequencies are to be
determined. Table 2 compares the NASTRAN results with experimental and MARTSAM
results (ref. 8). MARTSAM uses finite elements similar to NASTRAN's TRIAAX and
TRAPAX elements, but with quadratic displacement functions rather than the
linear displacement functions in NASTRAN. The MARTSAM results were obtained
with a much coarser mesh.

FLUID-STRUCTURE INTERACTION

Investigation of the coupling of f{luid and structural effects has been an
important part of the DTNSRDC program dur:ng the past few years. Applications
include vibrations of submerged structures (refs. 9 and 10), shock response of
submerged structures (refs. 11 and 12), and the response of fluid-filled pipes.

Although these new applications did not require additions to NASTRAN, they
did involve inventive use of DMAP and unusual use of existing data cards. This
relatively new subject area shows the power of NASTRAN and its DMAP capability
to adapt to new uses without requiring modification of the source code.

ISOPARAMETRIC FINITE ELEMENTS

A number of additions and modifications have been made to NASTRAN in the
area of isoparametric finite elements.

1. A two-dimensional membrane element 1S2D8, with quadratic displacement
functions, was added to the finite element library. This element has complete
NASTRAN capability with the exception of piecewise-linear analysis. The
element has been used in a number of applications where the CQDMEMl element
would have required a much finer mesh.

2. The standard version of NASTRAN comput._s grid point stresses of the
isoparametric solids IHEX1l, THEX2, and IHEX3 directly at the grid points.
However, it has been shown that the stresses computed at the grid points are
inferior to stresses extrapolated to the grid points from stresses calculated
at the Gauss integration points (ref. 13). This extrapolation method has been
added to the program for the IHEX1l, THEX2, IHEX3, and IS2D8 elements.

3. The isoparametric solid elements are limited to isotropic materials in
the standard version of NASTRAN. We have added a capability for rectangular
anisotropy for those elements.




4. As mentioned in the Magnetostatics section. a thermal gradient

computation has been added for the isoparametric solids.

5. Althoush Level 1/.5 allows for the choice of single precision or
double prec! iion arithmetic for some computations, including element matrix
generation, it did not allow this choice for the isoparametric solids; only
double precision was allowed. Since DINSRDC uses CDC computers with 60-~it
single precision words, a single-double choice for these elements was add.d.
Generation time for the single precision stiffness matrix for one IHEX2 element
with three Gauss integration voints was reduced on the CDC 6400 compr.ter from

12 CPU seconds to 4.

SHOCK DESIGN OF SHIPBOARD EQUIPMENT

The Dynamic Design-Analysis Method (DDAM) was developed for the shock
desipgn of shipboard equipment (ref. 14). This method is similar in many
rrepects to the techniques used in earthquake analysis. In fact, an earthquake
onalrsis using NASTRAN has been perfc -med (ref. 15). However, DDAM, rather
than some variation of it, is required by naval shipbuilding spe:ifications for
shipboard equipment. Therefore, we are presently developing a VUMAP procedure
and a runctional module to perform DDAM analyses.

Briefly, the steps in the DDAM method are as follows:

1. Compute the normal modes and natural frequencies.
. .th . .
2. For each mode, the i ', for example, compute the participation factor

P, = = {01 [(M]{D;} (15)
1 ml 1

where P, = participation factor for the i"h mode
i

m. = modal mass term for the ith mode = {3i}T[M]{Di}
i
[M] = mass matrix
{ri: = ith mode shape
{b} = direction cosine vector defining desired direction (DDAM analyzes

one direction at a time)

3. Galculate the effective mass and effective weight in each mode.

e o s 1 TMi(D} = m P2 (16)
1 1 1 1 1
wiff - Mcisz (17)

where




eff _ .th

Mi = effective mass in : made
eff . . P

wi = effective weight in ith mode
g = acceleration of gravity

4. Using the cffective weights just computed, locate the design spectrum
value Vi for each mode in the desired direction.

5. Compute the effective static force for cach mode.

{F.} =P V. w, [Ml{s. } (18)
1 1 1 1 1

. .th
where w; is the i natural frequency.

6. Perform a static analysis with each load to compute stresses. (There will
be one static analysis for each desired mode in each desired direction.)

7. Comrute the so-called NRL sum (ref. 16) of the stresses at each desired
point (element centroids) as follows:

b#m X
S. = (S, +  (s.)
j ‘Jm p  ib
where S, = the maximum stress at the jth point (taken over the modes under
consideration)

Two NASTRAN runs will be required for a complete DDAM analysis; the first
will perform steps 1-3, and the second, steps 5-7. The D and V terms will be
input through DMI cards, although some default values will be available for V.
A post-nrocessor, possibly included in NASTRAN as a new functional module, will
perform the NRL sums in step 7.

ERROR CORRECTIONS

Numerous error corrections have been made to Level 17.5 by DT.SRDC and
reported to COSMIC, but perhaps the most important involved the stiffness
matrix computation for the six elements (QDMEM1, QDMEM2, SHEAR., TWIST, TRAPAX,
and TRIAAX. The method of m.:rix cuwputation for these elements was changed
from SMA-type in Level 17.0 to EMG-type in Level 17.5. The change introduced
an error which occurred only for certain combinations of grid point numberings
for these elements.

All the error corrections reported to COSMIC are expected to appear in the
forthcoming Level 17.6.
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Table 2.

Natural Frequencies of Piezoelectric Disk

Natural Frequencies (c sf__m

MARTSAM NASTRAN
Mode Experimental Mesh Mesh
1 22042 23298 24323
A 59805 61114
3 == 103048 104689
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Figure 1 — Finite Element Mesh of Ferromagnetic Sphere
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Figure 2 - Piezoelectric Disk

=




IMPROVEMENTS IN SPARSE MATRIX OPERATIONS OF NASTRAN

Shinichiro Harano
Hitachi, Ltd.

SUMMARY

This paper describes improvements in sparse matrix operations for
the NASTRAN program achieved by Hitachi, Ltd.(Japan). To solve a large
scale problem at a high speed, a great emphasis was laid on how to make
a reduction in execution time needed by matrix operations, since the size
of the problem depends largely on speed of matrix operations as well as
on hardware and program performance, The descriptions in this paper are
presented under Introduction plus five subjects: Sparse Matrix and Matrix
Packing, Matrix Decomposition, Forward Elimination and Backward
Substitution, Eigenvalue Extraction Methods and Parallel Processing
Oriented Matrix Operations, These improvements can be applied to other
vergions of NASTRAN with a slight modification by using several
subroutines which we have developed.

INTRCDUCTION

Since the introduction of NASTRAN level 15.5.1 in 1974, we have
improved it by a series of program enhancements, Highlights of them are
development of the IG/0G (Input Generator/Output Generator) program to
perform automatic meshing and edit the results of calculation, and
addition of isoparametric elements of two dimensions, three dimensions or
axi-symmetry. Dealt with in this paper is another highlight of them.

Recent drastic improvements in hardware performance have brought
a gradual moving from the third generation computers, typified by IBM 370
to distributed computers, also typified by IBM 3033, Being in step with
such worldwide trends, Hitachi has developed HITAC M-180 closely
comparable with IBM 370/168 and HITAC M-200H providing a throughput three
times that of IBM 370/168. Along with these hardware breakthroughs, the
parallel processing feature appearing with vector and array processors
will be increasingly brought in, changing a current software environment
greatly.

Accordingly, in putting a further refined processing system for
matrix operations into practice under such situation, one must direct his
attentions to hardware as well as software dimensions of the break-
throughs. We have confirmed that a more effective use of a vector
processor is well attainable by the Gaussian elimination of inner product
type, also called "the Skyline method", which was proposed by Prof,
Wilson (UCB), rather than by the conventional band matrix algorithm,

14




SPARSE MATRIX AND MATRIX PACKING

Generally, matrices for structural analysis are characterized by
sparsity. To take full advantage of this characteristic in matrix opera-
tions, NASTRAN carries out matrix data packing. The way of matrix data
packing is especially important for a problem where a large scale matrix
is to be handled efficiently, So far, in transmission of matrix data
between a secondary storage device and a main memory via an input/output
buffer, packing routines have been used to transmit data from the input/
output buffer to allow matrix data to be referenced. However, this
method is less advantageous to handle a large volume of matrix data since
it needs much overhead time for the transmission.

New "non-transmit" packing routine has been added to our version of
NASTRAN to allow matrix data to be refered to directly from the input/
output buffer. The matrix packing format obtained as a result is shown
in figure 1., In this figure, the string is a set of successive non-zero
terms, plus the row number and length of string ahead of these terms,
Further, the number of strings in one column that are resident at one
input/output buffer is given to control how to refer to matrix data resi-
dent at the buffer, Padding information is also given to adjust a word
boundary for data provided in double precision., At the present, the new
packing routine to perform a direct reference to the input/output buffer
makes only the READ option effective., This non~transmit type of routine
called string by string receives or sends:

(1) the start adress of a string in a buffer

(2) the foremost row number of a string

(3) the length of a string

(4) the instruction to show whether or not EOL (end of column detec-
tion is to be made.)

(5) type of matrix data

Use of the packing routine permits various routines for matrix hand-
ling to perform a direct reference to the input/output buffer if once
they have received data addresses, The packing routine offers a buffer-
by-buffer backspace feature for efficient backspacing in sequential
access, Unlike a conventional backspacing that needs twice hack record
for a single read of one record (one column), as shown in figure 2, this
feature omits overlapping of READ operation and back record, as also
shown in figure 3, This feature eliminates the necessity of writing, in
decomposition of a symmetric matrix, of a portion of the matrix to its
upper triangular matrix from the last to the first columns of the sym-
metric matrix, thus saving time for generating the upper triangular
matrix. Furthermore, the feature requires the writing of only a lower
triangular matrix onto the secondary storage device, bringing 10 to 30%
reduction in use of the disk space of the storage device,

This new matrix packing technique is fully employed in the matrix

decomposition described in MATRIX DECOMPOSITION., Figure 4 reveals how
the technique 1is superior to conventional techniques by comparisons of

15




packing routines to pack and unpack one column of the matrix in respect
to CPU time versus non-zero term densities. The CPU time for packing/
unpacking of one column is on the ordinate, while non-zero term densities
are on the abscissa. The length of one column is 2000 and the whole CPU
time has been obtained as the result of 300 iterations, Packing routines
mutually compared in this figure are:

(1) INTPK : Clears the area for one column to zero to perform ele-
ment-by-element unpacking. (This is a conventional
unpacking routine.)

(2) UNPACK : Unpacks a column at one time. (This is a conventional

unpacking routine,)

Packs a column at one time. (This is a conventional

packing routine,)

(4) INPNT : Clear the area for one column to zero and transmit
string data directly from the buffer to the appropriate
location of the column. (This is the new packing
routine,)

(3) PACK

oo

Figure 4 also shows CPU time for READ and WRITE operations in case
of GINO (General Input Output Routines) as additional information,
Although the READ and WRITE operations may be performed irrespectively of
non=zero term density of the matrix, they cannot take advantage of spar-
sity in case of low density due to unsatisfactory efficiency. Further,
all elements including non-zero ones are written out onto the secondary
storage device, making an increase in disk storoage space needed.

As a result, we zdopted a combination of the clearing a core space
to zero znd the new routine of non-transmit type to unpack columns in
matrix decomposition, In short, figure 4 reveals that the new unpacking
routine permits a speedup approximately 2,1 times the conventional
unpacking routines in such a situation that densities of unpacked one
column usually fall in the range of 0,4 to 1.0, owing to the method of
matrix decomposition described below,

MATRIX DECOMPOSITION

In solving a given system of linear equations, where the coefficient
matrix is a large scale sparse matrix, it is general to decompose the
matrix as,

A = L¥D*U (1)

where, A 1is the original matrix (e.g. stiffness matrix), L is a unit
lower matrix, U is a unit upper matrix and D is a diagonal matrix
which is usually part of the diagonal portion of L or U , The discus-
sion below assumes that the original matrix is symmetric, To decompose
the matrix, the Skyline method was used, The name of "Skyline" is
derived from the fact that the contour line of column's all foremost
none-zero elements is similar to a skyline, This method divides a por-
tion enclosed in a skyline and a diagonal line into two groups whose
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sizes are such that the groups are capable of being resident at a free
area of a virtual storase space, The contents of these groups may be
read from the secondary storage device which the results of calculation
may be written out onto as needed, This is sliown in figure 5,

Unlike conventional techniques, the Skyline method employs an upper
triangular matrix, The diagonal matrix is generated on a diagonal terms
of triangular matrix U , The original symmetric matrix is decomposed
in the following algorithm.

i-1
X - 3 s
iJ - Zuklu‘i] (1—2’ * ey J l) (2)
k=1
- % s -
ulj - ulJ/dll (1-1’ eeoey J 1) (5)
Jj=1

i

-Zuk.u*. (4)

d.. a. .
JJ Jd ko kI K]

''he method carries out (2) through (4) in succession for j=?,...,n

where, n is the dimension of matrix A , 4 = a is assumed, First,
the algorithm for the Skyline method used for an ificore routine is desc-
ribed with the help of the explanatory illustration of figure 6, This

method employs the Gaussian elimination of inner product type, as shown
in this fifgure, All column's elements from foremost non-zero ones to
diagonal ones, including “ero elements, are stored on the memory, The
store address at that time is resident at array M, The address of the
I-th row uiagonal term is expressed by M(I)., The value at the I-th row
and the J-th column (position pointed by IJ) is determined by the inner
product of vectors P and ( ., Vector P has a length of:

JH = M(J) - M(J=1) (5)
If Ji=1, the diagonal terms are those obtained by mat+ix decomposition,
and therefore, processing is skipped, Vector @ , a party of inner pro-
duct with P, satisfies:

J>1 >J<JH (6)

Let NT be a length of the intersection of vectors P and ( . Since
the length of vector § is,

IH

i

M(I) - M(I-1) (7)
length NT is,
N'I‘=Min{I-(J-JH),IH}-1 (8)
The following processing is performed only if NT is positive, Let

NS be a start address of element being involved in irner product calcu-
lation of vectors P and Q . Then, NS may be expressed as:
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NS = M(I) - NT (9)

The address of the I-th row and the J=th column element to which the
inner product value is to be added is,

1J = M(J) - (J=I) (10)

The distance (IC) between the addresses of foremost elements of vectors
P and Q is,

IC = IJ - M(I) (11)

Thus, letting X be a vector storing elements on the memory, the foremost
elements for inner product calculation of vectors Q and P are,

X(NS) and X(NS+IC), respectively, (12)

The length of inner product, then, is NT, Assuming that the value of
inner product between vectors P and @ is S, the I-th row and the
J=th column is obtainable by:

X(1J) = x(1J) = 8 (13)

By performing the calculation for all I restricted by (6), the
entire J=~th column may be obtained. Notice that the value obtained by
(13) corresponds to that by (2), In a practical LU-decomposition, as
shown by (3), each element of the J~th column must be divided the corres=-
ponding diagonal element (See (15)). The J-th row and the J-th column
diagonal term is,

_ ¥ x()*x(x) I
x(13) = x(1J3) KZ%S X (D) (1=J, XD=M(K)) (14)

The last result for the I-th row and the J-th column is,

X(K) = KD (K=NS, ..., NE) (15)

By carrying out the above process for 2£J€n, the upper triangular matrix
of matrix A may be generated in X,

The above algorithm is well applicable to matrix calculation if all
matrix elements are capable of being stored on the memory, Otherwise,
matrix grouping is needed prior to implement the Skyline method.

Assume that the original matrix is such a matrix as shown in figure
7. First, this matrix is divided into some groups, each of which should
not have more elements than those restricted by a core space, In the
example of figure 7, the matrix is divided into four groups, each of

which has not more than 15 elements. These divided groups provide the
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information of table I ; headings of the table are:

1) K(1) : the current group number

(2; K(2) : minimum group number needed by calculation of group K(1)
(3 K(Bg ¢t minimum column number in group K(1)

(4) K(4g ¢ maximum column number in group K(1)

(5) M(J) : pointer array of the diagonal term in the J=th column

With the matrix grouped above, the algorithm of the Skyline is pro-
ceeded as follows, Symbols used in the description are:

X : open core array

IA : start address of group A element

IB : start address of group B element

IM ¢ start address of pointer array of diagonal terms

KA(1), KB(1) : group numbers for groups A and B
KA(2), KB(2) : minimum group numbers involved in calculation of
groups A and B

KA(3), KB(3) : minimum column numbers of groups A and B

KA(4), KB(4) : maximum column numbers of groups A and B
Apart from the explanation of how to determine these values, we begin
our discussion with the following assumptions, The areas are already
assured for groups A and B (headings are X(IA) and X(IB)) and for the
address of diagonal terms (heading is X(IM)), The diagonal term address-
es are set in advance, Let NEQ be the number of unknowns of a given
system of linear equations, and NGP be the number of groups, All control
information for NGP groups, except those for diagonal term addresses, are
generated on a scratch file in advance,

Then, the following steps are repeated for P until NGP,
P=1, «o. » NGP (P : group number in current calculation)

Mutually permutated, for P#£1, are the address of A and that of B, and
group information of A and that of B, that is,

IASIB, RA(K)SKB(k) (k=l,...,4) (16)
Let Q be the minimum group number needed to generate group P, Then,
Q = KA(2)

For P#Q, group { is already on B if Q = P=1; otherwise the control infor-
mation about group Q is read from the scratch file to be set to KB(k),
where k=1,,.,,4. Then, the correlation values between groups P and Q are
added to group P, This process is carried out for Q by an increment of 1
until Q = P-1, For Q = P, the correlation between P and Q becomes that
between P and itself on A, After the completion of the above step for
group P, the elements of it are written out onto the secondary storage
device, The implementation of these procedures for individual groups
(1SPSNGP) allows an upper triangular matrix to be generated in the column
direction on the secondary storage device,

The correlation between groups P and Q is obtained as follows,
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Assume that group P is on A (heading : X(IA) area), while group O is on
B (heading : X(IB) area), Let NTA be the number of columns of group P
on A, and NTB be the number of columns of group & on B, Then,

NTA = KA(4) - KA(3) + 1 (17)

NTB

KB(4) - KB(3) + 1 (18)
Similar to figure 6, handling of groups P and Q is sh~wn in figure 8.
let J=1, ... o, NTA be column numters of group P on A, Then, the column
number of P on the entire matrix is,

JI = KA(3) +J -1 (19)
The length of column J is,

JH = M(JJ) - M(JJ=1) (20)
where, if JJ=1,

JH = M(JJ) (21)

Similarly, let I=1, ... o NTB be column numbers of group Q@ on B, Then,
the column number of ¢ on the entire matrix is,

IT = KB(3) + I =1 (22)
The length of column I is,

IH = M(II) = M(II1-1) (23)
where, if II=1,

IH = M(II) (24)

Again, let NT be the length of inner product of column J in group P and
column I in group Q. Then,

4T = Min {1&, JH-(JJ-II)} -1 (25)

Also, let NS bhe the start address involved in the inner product of
column I in group Q and NE be the address of the last portion, Then,

NS

M(II) = NT (26)

NE

]

M(II) -1 (27)

The displacement (IJ), where the inner product value is added on area A,
is expressed as:

10 = M(JJ) = JJ + II (28)
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If NS>NI, column I in group Q has nothing to do with the calculation for
column J in group P; otherwise, inner product must be calculated, Since
the start addresses of areas .. and B on the open core are TA and IB,
respectively, by putting,

IC = IJ - M(11) (29)
the inner product is,

NE
X(1J) = X(1J) = 3 x(IB+K=-1)*X(IA+K+IC=1) (30)
K=NS

The calculation of contributions from ._roup § to group P is completed if
the above steps are carried out for all columns in group Q.

After calculations on all groups such that,
KA(2)S 4=Pa) (31)

the autocorrelation of group P itself is obtained by the same procedure

as that used by previous calculation of the correlation between groups P
and @ by regarding that area A is the same as area B, In this calcula=~

tion, I varies within the range:

119 (32)
If I=J, (30) must be replaced by the procedure below, For K such that,
NS S K< NE (33)

ID = IJ - KJ + 1 is obtained, If KD = M(ID) is established, the column J
is completed by (14) and (15).

The implementation of the above procedure .or the range of {32)
gives the autocorrelation of group P. The results are written out onto
an upper triangular matrix data-block for each column,

The interchange of addresses and control information by (16) are
needed for handling a succeeding group, This takes the place of moving
group P completed on area A to area B simply by interchanging addresses
and control information, This eliminates a data transmission, and fur-
ther allows one group to be read in the core only once if the correlation
between two groups affects only adjacent groups.

As already suggested, the matrix must be prepared for grouring prior
to the implementation of the algorithm of the Skyline method if matrix
data overflows the core space available, First, the size of each group
must be determined to provide such control information as in tableTI.

The size of a group depends upon how the open cor> is large at execution,
Figure 9 presents an open core layout, Given the open core size (nx),
the size of t'.e memory to be allocated to one group may be ovbtained by
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bisectioning the area excluding a working area needed, This allows up
to MAXT elements of one group to be stored, By use of the new unpacking
routine, only start row numbers of each matrix column are picked up to
create table1l information. Such information are stored on a scratch
file in such a way that each group is on one record. At the same time,
the addresses of diagonal terms of each group at a working area are also
stored on array M, Thus, the preparation is completed.

To read group P, The unpacking method must be used in which the
input/output buffer can be directly referred to from an input matrix
data-block, This is also applied to reading Q, where the buffer is
directly referred to from an upper triangular matrix data-block, After
the completion of calculation, each group is written out following the
end of the upper triangular matrix., The diagonal elements are also
written out onto another output data-block for succeeding forward elimi-
nation and backward substitution,

The following are the results obtained by applying the Skyline
method to practical examples, Table I gives matrix characteristics for
four data with a comparision of matrix characteristics in case of the
conventional band matrix method, Figure 10 compares CPU time for the
band matrix method with that for the Skyline method. The Skyline method

in these examples gives two cases in which a vector processor has been
applied and it has not been applied, The vector processor has been also
applied to the band matrix method, resulting in no improvement of CPU
time, This figure, therefore, does not that case, Figure 10 reveals
that the Skyline method consumes 33 to 6% of CPU time needed by the
band matrix method, If the vector processor is applied to the Skyline
method, this value orops to as many as 16 to 28% of the CPU time, Fur-
ther, for data of T0CO degrees of freedom, the Skyline methoéd has needed
CPUJ time on the same percent basis as the band matrix method.

FORWAKD ELIMINATION AND BACKWARD SUBSTITUTION

NASTRAN is designed to proceed forward elimination and backward
substitution while retaining vectors of load terms on the memory as much
ags posgible, As the result of matrix decomposition by the Skyline
method, an upper triangular matrix is generated and diapgonal terms are
stored on another file. ™hia means that forward elimination is an inner
product type and that store-type calculation is to be carried out after
division of load terms by diagonal elements., The procedure for solving
a system of linear equations:

utoux = B (34)

is separated into the forward elimination process
oty = B (35)

and the backward substitution process
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UX =D Y (36)

The forward elimination process is shown in figure 11, In this figure,
forms a string starting with the i-th column and the
l%h eiéﬂe nt of %he upper triangular matrix (string length is 3 here).
For this string, the following calculation is carried out.

J+ST=1

bia =b;, -égsl§k x Ya (a=1,2,3) (37)

This is performed for all i~th column strings in the upper triangular
matrix, Then, this procedure is repeated after setting i=i+l, Since
(37) is an inner product type, high speed calculation is possible,
Further, as for string's elements, the new packing routine refers to
the input/output buffer, saving time for data transmission and reducing
time for calling the unpacking routine due to string-by-string call un-
like conventional element-by-element call, Thus, the forward elimination
process is inner-product~type operation for matrix's factors decomposed
by the Skyline method, while the forward elimination process of the con-
ventional method is store-type calculation.

On the other hand, the backward substitution process begins with
the generation of D™ Y for load term Y already generated by the forward
elimination process, The process allows calculations independent of the
following process because all diagonal term elements are already genera-
ted on a file as one vector on matrix decomposition, After the division
of load terms by diagonal terms, backward substitution is performed by
backspacing the upper triangular matrix file buffer-by-buffer, This is
shown in figure 12, 1In the process,

- ukj* Xia (k=1,148T-1; a=1, 2, 3) (38)
is calculated for each string of each upper triangular matrix column,
At that time, the non-transmit unpacking routine is called for each
string, and only addresses in the input/output buffer are passed to the
routine of forward elimination and backward substitution.

1 — L
Yka = Yka

Figure 13 gives the results of forward elimination and backward sub-
stitution by use of data shown in table I , This figure reveals that
the new method requires only16 to 54% of CPU time needed by forward eli-
mination and backward substitution of the conventional method. Taking
it into account that the coding for both processes are not oriented to
the vector processor, more satisfactory results will be expected in res-
pect to CPU time by further improvements,

EIGENVALUE EXTRACTION METHODS

In real eigenvalue extraction methods we attemped to develop these

23




methods in two directions: that is, partly the speeding up of the Inver-
se Power method, partly the development of a simultaneous iteration me-
thod.

At first we describe the Inverse Power method. FEigenvalue extrac-
tion methods are generally divided into two groups: tracking methods
( the Inverse Power method and the Determinant method ) and transforma-
tion methods ( the Householder method and the Givens method ), Though
transformation methods are able to solve rapidly an eigenvalue problem
in the range of comparatively small scale problems, large scale problems
are unfavourable to them, On the contrary, the Inverse Power method has
been employed frequently owing to less restriction than transformation
methods.

Since the Inverse Power method in NASTRAN is accompanied by move-
ments of shift points, it needs to use iteratively matrix decomposition
and #BS (forward elimination and backward substitution). Improvements
that were previously mentioned were applied to the Inverse Power method,
so that we could improved the CPU performance of the Inverse Power me~
thod which is two or three times as much efficient as that of the con-
ventional Inverse Power method, Table I shows that the CPU performance
of the new method without the vector processor amounts to 2,7 times that
of the old one, If the vector processor is applied to the former, the
CPU performance of it will be equal to about 3,3 times that of the con-
ventional one,

Now we describe a simultaneous itetation method which is called the
Jennings method, There is a problem to find q eigenvalues in ascending
order from the lowest value and q eigenvectors corresponding to them
for the general eigenvalue probhlem:

K)?:I_‘M;(- (39)

where K 1is a symmetric matrix of positive definite type and M 1is a
symmetric matrix of non-negative definite type. The Jennings method is
useful for calculating a set of eigenvalues from the lowest value and

has no weakpoint that some important eigenvalues are often missed in
calculation. The algorithm is shown in figure 14, This method is diffe-
rent from the Subspace Iteration method on operations of orthogonaliza-
tion shown in (i), (j), (x), (1).

The Jennings method needs the following input data:
(1) ND : number of eigenvalues to be extracted (2=ND=90).
(2) LMAX: the maximum number of subspace iterations (the default
value is 16), IEP
(3) IEP : convergence parameter (if IEP<O0, then EPS=10 ;
otherwise EPS=0,0001),
The dimension "m" of subspace is decided on by

m = min(n, 2q, q+8) (40)

The selection of initial iteration vectors is most important for the
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convergence of subspace and the convergence ratio is decided on by the
"neighborhood" between subspace spanned by eigenvectors and subspace
spanned by initial iteration vectors. Assume that

) :t k =k ’

K= (ky) » M= (my iy = %51

j R T! (41)
Then, k # 0 is always satisfied as K is positive definite, The
matrix Go which is composed of m initial vectors will be generated
as follows,
(1) At first, the first column of Go is a vector D, where
D(I)= me s

(2) check kii,éo , and
0(I) = p(1) / LT AM (42)

(3) sort D(I) (I=1, ... , n) and select (m=1) values in decending
order from the largest:

D(I2)ZD(15)?_...3D(Im) (43)

where the i=-th vector of Go (i= 1, ... , m) is the unit vector, the i-th
component oi which is equal .o 1,

The criterions of convergency are as follows:

(1) q eigenvalues and q eigenvectors are extracted.

(2) number of subspace iterations amounts to LMAX.,

(3) there is no CPU time to execute three subspace iterations,

because output of the results needs a little time,

Let the eigenvalues in the L-th iteration loop be on a vector E(I) (1= 1,
ees 9 m), After reordering E(I) in ascending order, the eigenvalues in
the (L-l)~th iteration loop are stored on a vector E<(I) (I=1, ... , m).
If ¥(I) satisfies the following relation,

1«;(I)EEII§:*(I) < EPS (44)

then E(I) is already converged; otherwise E(I) is not converged. If (44)
holds true for all I (1€I<gq), the convergence will he achieved owing to
criterion (1), 1If (44) doesn't hold true for some I and number of sub-
space iterations is equal to LMAX, the calculation of eipenvalues will be
stopped due to criterion (2).

The orthogonalization of subspace is also important for a simultane-
ous iteration method., If a mass matrix M 1is non-positive definite and
operations of orthogonalization isn't applied to subspace during itera-
tion loops, the orthogonality of subspace will be breaking. TFor a eigen-
value problem with a non-positive definite mass matrix, the orthogonali-
zation of subspace is necessary for iteration vectors to converge to
eigenvectors. Consequently we adopted the Jennings method which ortho-
gonalizes iteration vectors just after the calculation of eigenvalues in
subspace, The generalized Jacobian method is adopted in the eigenvalue
extraction on subspace,
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Tablell shows that the CPU performance of the Jennings method with-
out a vector processor (or with it) is 4.0 (or 4.1) times as high as that
of the conventional Inverse Power method., Thus, the Jennings method
consumes about two-third of CPU time used by the new Inverse Power meth-
od, This fact results from the following reason, While the Inverse
Power method needs several decompositions of full size matrices in every
movements of shift points, the Jernines method is more efficient to solve
large scale eigenvalue problems than the Inverse Power method, for the
former needs only one decomposition of full size matrix and several deco-
mpositions of small scale matrices on subspace.

PARALLEL PROCESSING ORIENTED MATRIX OPERATIONS

Our vector processor adopts a pipeline system and uses a compiler
system in which a FORTRAN source program is translated into a set of
instructions specially for the vector processor with recource to the
option active in compilation, This means that the object program gene-
rated by the compiler depends on the skillfulness of coding,

To discuss more specifically, this section presents the results of
our test, In this test, we measured CPU time per single term for the
length of a DO loop. (string length) by carrying out three inner product
type operations and one store type operation, in order to determine the
basic operation in matrix decomposition, The results are shown in figure
15, As for the inner product type operations, two cases were further
considered: the case where the vector processor was applied and the case
where it was not applied., The examples of coding used in our test are:

(1) Complete inner product type

REAL*8 A(1000), B(1000), X(ITER), SS
DO 10 I = 1,ITER
SS = 0,0D0

DO 20 J = 1,LL
20 SS = S8 + A(J)*B(J) :::::: | Inner product loop
X(I) = X(I) - ss
10 CONTINUE
(2) 1Index explicit type

REAL*¥8 X(1), SS
D0 10 I = 1,ITER
SS = 0.0D0

DO 20J = 1,LL Explicit index type
20 S5 = SS + X(IA+J_1)*X(IB+J=1) —] inner product loop
X(IC+I=1) = X(IC+I=1) = SS
10 CONTINUE
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(3) Subroutine inner product type

REAL*8 X(1), SS

DO 10 I = 1,ITER

SS = 0,0D0

CALL DOTP (X(1a), X(IB), SS, LL) €—

X(IC+I-1) = X(IC+I-1) - SS
10 CONTINUE

SUBROUTINE DOTP (A, B, SS, LL)
REAL*8 A(LL), B(LL), SS, S
S = 0,0D0O
DO 10 I = 1,LL
5 =5 + A(IJ*B(1)
10 CONTINUE
SS =S
RETURN
END

(4) store type (the three terms operation)

REAL*8 X(1) ,SS

DO 10 I = 1,ITER

DO 20 J = 1,LL

X(IC+J=1) = X(IC+J=1) + X(IA+J=1)*X(IB+J-1)
20 CONTINUE
10 CONTINUE

The above examples of coding are only for our test and there is no mean-
ing in operation itself, The index ITER is the number of iteration loops
and ITER = 2000 in our test, Though the store type (the three terms)
operation is applicable to the vector processor by changing its indices,
at that time we left it as it was, and then it was not applicable to the
vector processor,

A close observation of figure 15 first exhibits that, as for the
complete inner product type operation, use of the vector processor brings
about an improvement in speed as much as 5.5 times that obtained by the
same type of operation without the vector processor, Unfortunately,
however, NASTRAN is not oriented to the way of coding for the complete
inner product type, since it uses an open core as a working area, Thus,
two possible ways for coding are explicit index and subroutine inner
product types, Without a vector processor, the subroutine inner product
type is more advantageous than the explicit index type. On the other
hand, with the processor, the former is less advantageous than the
latter,

Further, figure 15 reveals that, with the vector processor, the
explicit index type almost keeps in step with the complete inner product
type in respect to CPU time, However, without the processor, the former
has consumed CPU time as much as 2,2 times that the latter has consumed.
For a longer inner product loop, the subroutine inner product type
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without the vector processor is more advantageous than the explicit index
type without it, This is attributable to that there is a difference in
optimization level between the operation with the vector processor and
that without it, The subroutine inner product type is advantageous if
the subroutine's overhead time can be overridden due to a long DO loop;
otherwise, it is less advantageous than other types in speed., The result
of the store type operation is also exhibited in this figure; this type
does not enjoy the maximum benefits of optimization,

An observation of figure 15 also shows that the extent of optimiza-
tion in various types of operations depends largely on program coding.
Of course, it is ideal that the maximum optimization is always possible
for any type of operation; however, the extent of optimization varies
depending upon type of FORTRAN, Accordingly, in coding the algorithm for
the Skyline method of matrix decomposition, we adopted the explicit index
type if use of a vector processor was possible; otherwise, we used the
subroutine inner product type. In the future we intend to use the expli-
cit index type as long as the optimization feature of FORTHAN is satis-
factorily refined,

5o far, the inner product type has been more advantarseous than the
store type in respect to speed thanks to use of registers., However, the
advent of a vector or array processor is changing this situation,
Actually, in case of HITAC M=-200H, the latter has displayed almost the
same performance as the former, Further improvements of the parallel
processing systems may reverse the superiority of the inner product type
to the store type.

As already described, CPU time needed for the store type, inner
product type operations accompanied with or without data transmission
depends largely on how to make a program, Use of a higher speed computer
and parallel processing system is greatly expected to change a current
software environment to a large extent, Technological breakthroughs of
software and of hardware would interact more closely in improving sparse
matrix operations,

CONCLUDING REMARKS

In this paper we discussed about improvements in sparse matrix
operations of NASTRAN, Recent advance of parallel processing systems has
been changing surroundings in software, Especially, a vector processor
attached to a general-purpose computer is favorable to a long DO loop
operation, For example, the Skyline method which we have developed this
time in the field of matrix triangular decomposition conforms to the
pipeline control feature observed in the vector processor. On the cont=-
rary, the conventional band matrix method or the wavefront method which
adopt store type operationsg don't adapt themselves to the pipeline
control system, for they need complicated indices operations and are
difficult to deal with a set of arithmetic data as vectors.
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What is more, the way of packing/unpacking and the method of forward

elimination and backward substitution were conformed themselves to the
Skyline method, so that the CPU time for solving a problem was reduced by
half, l'urther, in real ei;jenvalue extraction we have improved the CPU
performance of the Inverse Power method and added the Jennings method to

NAS

AN, The Jennings method is more effective in many cases than the

new Inverse Power method,
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TABLE I.,- GROUP CONT#HOL INFORMATION

Group K(1) | x(2) | kK(3) | k(4) M(J)
Group 1 1 1 1 6 1 3 6 8 | 12
Group 2 2 1 7 9 4 7 | 14
Group 3 5 2 10 11 4 8
Group 4 4 1 12 12 11
K(1) : Current group number
K(2) : Minimum group number needed by calculation
of group K(l)
X(3) : Minimum column number in group X(1)
K(4) : Maximum column number in group K(1)
M(J) : Pointer array of the diagonal term in the

J=th column
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SOLUTION SENSITIVITY AND ACCURACY STUDY OF
NASTRAN FOR LARGE DYNAMIC PROBLEMS
INVOLVING STRUCTURAL DAMPING

Ao J. KALINOWSKI
NAVAL UNDERWATER SYSTEMS CENTER

SUMMARY

This paper is concerred with both the solution sensitivity and solution
accuracy of large dynamic problems involving NASTRAN SOLUTION 8 (i.e., the
steady state dynamic response option wherein all response quantities vary as
elwl  where  is the driving frequency and t is time). Using a submerged
steel plate with a viscoelastic layer as the bench mark sample, the solu-
tion sensitivity and solution accuracy is checked. The solution sensitivity
is examined by running the same finite element model on different computers,
different versions of NASTRAN, and different precision levels. The solution
accuracy is evaluated for these same runs by comparing the NASTRAN results
with the exact solution of the same problem.

SYMBOLS
[B] Damping Matrix
cy Dilational Wave Speed in Fluid
{F} Applied Force Vector
(K] Stiffness Matrix
K] Modified Complex Stiffness Matrix
[M] Mass Matrix
k Wave Number (w/cq)
P, Incident Fluid Pressure
Po Plane Wave Amplitude
Pg Back Side Fluid Pressure
Ps Front Side Fluid Pressure (Scattered Component)
t Time
{U} Solution Displacement Vector
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SYMBOLS (Cont'd)

X Spatial Coordinate
w Driving Frequency
{a} Residual Solution Vector
Ar,ur Real Elastic Lame' Constants
A1’“1 Corresponding Viscoelastic Constants
o Material Mass Density
INTRODUCTION

This paper is concerned with the solution accuracy of 1, 2, or 3-dimen-
sional steady state (time harmonic) structural and/or continuum problems whose
response quantities all vary in time in proportion to elwt, The linear equa-
tions of motion for such problems usually reduce to an expression of the form

[-w2[M] + iw[B] + [K]]{U} = {F} (1)
(K]

where [M], [B], and [K] denote the mass, damping and stiffness matrices (MDD,
BDD and KDD using usual NASTRAN DMAP notation), w is the driving frequency and
{F} are the applied forces. The results presented in this paper focus on con-
tinuum type (e.g., figure 1) applications with structural damping, however,
once the form of equation (1) has been constructed, the solution becomes a
matter of solving large banded symmetrical systems of complex linear algebraic
simultaneous equations. Clearly, such equations can also be the end point
resulting from many other NASTRAN steady state formulations, either from direct
structurcl formulations or from related fields through analogies. Thus compari-
sons of solution accuracy, run time, etc. can be viewed and interpreted in a

more general vein than simply applying only to problems of the type depicted in
figure 1.

The motivation for this comparative study resulted as a consequence of
obtaining some unexpected results on some solution 8 (steady state time har-
monic rigid format) problems similar to the one shown in figure 2, except for
the fact that the initial model had inclusions throughout the rubber thus mak-
ing analytical solutions to the problem unwieldy.

50




PARAMETRIC STUDY MODEL

In order to better understand the accuracy limitations of the results of
the initially more comp11cated inclusion filled model, a simpler homogeneous
layered mod { (figure 2) was constructed and physically corresponds to a
totally submerged 2.0" stee] plate with a 3.05" viscoelastic rubber layer
glued to the steel surface. The input corresponds to an incident pressure
wave
ei(kx + wt),

Pi = Po

k = w/cy (2)
where x is the horizontal coordinate along the line of propagation, c; is

the dilatational wave speed in the fluid, and Pg is the plane wave amplitude,
The exact analytical solution to this problem is known (ref. 1), consequently
an accuracy check on the finite element solutions is available. Clearly, the
figure 1 model is a spatially one-dimensional problem, consequently the cor-
responding finite element model need only be one element wide as was done,
for example in ref. 1. However, the finite model was made up to eight ele-
ments wide for the following reasons: (1) the model simulates the more com-
plex model except for the fact that the inclusions are removed by filling
their space are with uniform elements having the same material property as
the surrounding rubber material; (2) the problem is artificially made mathe-
matically Targer so that more mean1ngfu1 comparisons of CPU run times could
be made; (3) larger problem sizes tend to draw out any potential problems
with equation solvers. It is not our intent to discuss or explain the setup
of wave propagation problems of the type represented by the figures 1 - 2
example model; the reader is referred to refs. 1 and 2 for supplementary
details. In fact, the demonstration problem used here is very similar to

the one used in the ref. 1 sample problem except that the plate and visco-
elastic thicknesses are different, the damping coefficient in the visco-
elastic layer is different and that the steel plate is represented here
approximately with CBAR elements rather than with solid elements as in ref, 1.
Specifically, the material constants employed arelisted below

DEMONSTRATION PROBLEM PHYSICAL CONSTANTS

AT W N ] .
MATERIAL psi psi psi psi 1b-sec2/int
Water 345,600. 0.0 0.0 0.0 .000096
Steel 17,307,000, 11,538,000. 0.0 0.0 .000735
Viscoelastic
Material 86,703, 115.9 8670.3 | 11.59 | .0003599

where the meaning of the elastic and viscoelastic constants are defined in
detail in ref. 1,
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Since the topic of interest here is related to the class of problem
treated by ref. 1, it appears appropriate to print an errata to the ref, 1
paper

e in equation (15) of ref. 1, replace G22 = A" with 622 = 2" + 2,
e in equation (16) of ref. 1, replace G22 = ¢ with G22 = ¢(1 + 2u'/2")
e in equation (2) of ref. 1, replace w? with -2

e in equation (17) of ref. 1, replace g with +ind in the k, defi-
nition 2 2

PARAMETER VARIATIONS

The basic finite element model, figure 2, was exercised for a frequency
sweep of 7 different incident frequencies (3.0 kHz, 4.0 kHz, 6.0 kiz, 8.0
kHz, 17.5 kHz, 22.5 kHz, 35.0 kHz). Running the figure 1 model on NASTRAN
for the above frequency sweep is designated as a typical run and correspond-
ingly assign it a "run number", which runs from the number 2 through 9., Run
number 1 is the exact solution and therefore is the only non NASTRAN designa-
Ejon\(it is called a run since even the analytical solution involves a computer evalua-

ion).

Next, the same frequency sweep input data was rerun while varying the

following parameters:

e solution precision (S.P. or D,P. on the same computer)

e type of computer (UNIVAC 1108; DEC-VAX; CDC Cyber 175)

e Jevel of NASTRAN (both NASA and MSC versions are considered)

e date (i.e., the same input is resubmitted on the same computer,
using the same version of NASTRAN but on different days)

The last parameter (i.e., the date) seems a waste of computer time, however
as is shown later, some unexpected results are encountered,

DMAP INSTRUCTIONS FOR PRINTING SOLUTION ERROR RESIDUAL

It is of interest to know the accuracy of the solution solving capa-
bility of the equation solver used by the particular version of NASTRAN
employed by the user. Specifically, if the solution {U} is found by NASTRAN,
how well does it satisfy the linear simultaneous equations (1)? Consider
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substituting the solution {U} into equation (1) and then transposing the
applied force vector to the left hand side of equation (1) to obtain

[(KJ{ur - {F} = {a} (3)

If the equations have been solved exactly, then the residual vector {a} will
be identically zero. The appearance of large nonzero entries in {a} would
imply potential inaccuracies in the solution vector {U}. The question of
"how large is large?" should be viewed by comparing the size of a particular
entry in the {A} vector to the size of the applied loads (for this reason,

the load vector {F} is also printed). For example, a residual of .2 would

be a big residual if the applied forces are on the order of 1.0 1bs.; however,
if applied forces are say 100,000 1bs., the .2 residual is acceptable.

In order to print out the residual vector {A} for the 3,000 Hz driving
frequency case, the following DMAP instructions were used (note, the {a}
vector is printed with the heading DELSPL).

e For UNIVAC 1108, SOL 8, LEVEL 17.0 (Runs 3a, 4a)

ALTER 159

ADD5 KDD,BDD,MDD,,/KBARX/C,Y,ALPHA=(1.0,0.0)/C,Y,BETA=(0.0,18849.5592)/
C,Y,GAMA=(-355305758.44,0.0) $

MPYAD KBARX,UDVF,PDF/DELS@L/C,N,0/C,N,1/C,N,-1/ $

MATPRN DELSPL,PDF,,,// $

ENDALTER

CEND

where frequency dependent input constants BETA and GAMA are to be input by
the user and are simply defined as:

BETA = 0.0 + iw
GAMA = -2 + i 0.0

where w = the driving frequency in radians/sec

e For UNIVAC 1108, SOL 8, NASA LEVEL 15.5 (Run 2) replace ALTER 159
with ALTER 139

e For VAX, SOL 8, NASA LEVEL 17.5 (Run 5b) same as 1108, NASA LEVEL
17.0

e For CDC CYBER, SOL 8, MSC LEVEL 48B (Run 6) replace ALTER 159 with
ALTER 139

e For VAX, SOL 8, MSC LEVEL 52 (Run 7) replace ALTER 159 with ALTER
139

e For VAX, SOL 8, MSC LEVEL 60 (Run 8) replace ALTER 159 with ALTER
139

e For VAX, SOL 26, MSC LEVEL 60 (Runs 9b, 9c, 9d)
replace ALTER 159 with ALTER 409
replace UDVF with UHV (3rd line)
replace PDF with PD (3rd and 4th line)
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When a large residual is encountered, it is desirable to know the node
and component number where a large residual appears {i.e., knowing the run
number of the questionable residual, what node-component number does this
correspond to?), By inserting a DIAG 22 card, the desired correspondence
between run number of {A} and the node-component number can be made.

It is important to note that the simple DMAP sequence as presented will
apply to only a single frequency; thus, if a frequency sweep is employed,
only the nfﬁ column of the DELSOL vector (i.e., {A}) will be correct; the
remaining columns of DELSOL should be ignored, where n = the nth frequency
in the frequency sweep appearing on the NASTRAN FREQ card.

DISCUSSION OF RESULTS

The primary variables of interest to us in this study are: (1) the
transmitted pressure in the fluid on the back side of the steel plate, Pg,
(e.g., in element number 100352 as shown in figure 2) and (2) the scattered
pressure in the fluid on the front side of the plate, Pg (e.g., in element
number 100378 as shown in figure 2). The transmitted pressure is read
directly from the NASTRAN printout, whereas the scattered pressure is obtained
indirectly from the NASTRAN printout by simply subtracting the incident
pressure (equation (2)) from the total pressure printed by NASTRAN, The
scattered pressure is of prime importance with regard to establishing the
energy absorbing properties of the viscoelastic configuration, As discussed
in ref, 2, it has been our experience that for steady state wave propagation
problems of the type considered here, at least 10 elements per wave length
are needed to adequately compute the pressure response for elements of the
type employed in this study. In order to demonstrate this accuracy limita-
tion, the model has been purposely exercised in a driving frequency range
that is too high for the mesh to properly produce sufficiently accurate
results (i.e., the mesh is too coarse for some of the higher frequencies).
For a rubber wave speed of C, = 15540. in/sec, and the coarsest element in
the rubber mesh (.1" x .1" elements), the following frequency vs. element/
(wave Tength) chart is constructed:
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elements/wave length

freq. (kHz) (rubber in figure 2)
3.0 51.8
4.0 38.8
6.0 25.9
8.0 19.4
17.5 8.8
22.5 6.9
35.0 4.4

Based on the above chart, it is expected that the accuracy of the finite
element solution in relation to the exact solution should start to drift at
frequencies of 17,5 kHz and higher.

A total of 14 computer runs were made (designated as runs number 2, 3a,
3b, .« . - . 9d) and are tabulated in Table 1 (for the transmitted back side
pressure Pg) and in Table 2 (for the scattered front side pressure, Ps).

The pressure results are normalized by the magnitude of the incident pressure
wave, Pg. In addition to the pressure result, Table 1 has two additional
pieces of information, namely the magnitude of the largest complex residual,
lal, appearing in the residual vector {A} as computed by equation (3), (the
|a] value is obtained by scanning the DMAP printed DELSPL printout and seek-
ing out the largest absolute value of all the rows of the {Aa} vector corre-
sponding to the 3,000 Hz frequency case. Note that the residual for onl

the 3,000 Hz case is reported. Also listed is the total CPU time required

to execute the full frequency sweep solution for the run in question.

Word Length (Precision) Sensitivity

The earlier Level 15.5 version of NASA NASTRAN for a UNIVAC 1108 com-
puter, does not efficiently solve complex systems of equations of the type
given by equation (1), (i.e., steady state time harmonic rigid format 8)
when the double precision option is used. Experience on large problems
(e.g., the size of the one in ref. 2, pg 435) has demonstrated that in the
solving of the equation (1), NASTRAN has spent literally hours in the decom-
position operation. In order to obtain reasonable run times, a PARAM
DECOMOPT4 card is added to the bulk data in order to force the decomposition
to work in single precision. In comparing the NASTRAN Run 2 (Table 1)
(1108-S.P.) results to the exact solution over the freguency range
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(3. - 8. kHz) where the mesh is sufficiently fine,* it is noted that at 6.0
kHz, a 154.0% error in the transmitted pressure is experienced. The corre-
sponding error on the scattered pressure (Run 2, Table 2) is not as severe,
namely 16.5%. It is noted that the 154% error is the situation that moti-
vated this entire comparative study. The percent errors at 3. kHz, 4.0 kHz

and 8 kHz are also much larger than should be expected for the mesh size
employed. The largest residual, |A|, in the residual vector {a}, is .272 at
3.0 kHz; this is in comparison to a load vector component of the size (.20)
(the largest residual was not at a loaded node however). This is a further
indication that the solution resulting from decomposition in single precision
is not accurate enough. Upon running the same problem on a Level 17.0 version
of NASA-NASTRAN on an 1108 computer ?sing]e precision must be invoked with
DMAP) in single precision, Run 3a still results in a similar bad solution with
a similar worse residual |A|. The fact that Level 17.0 uses a different
decomposition algorithm did not improve the bad resuits. However, again run-
ning the same problem on Level 17.0 on the UNIVAC 1108 in double precision

(the default situation) resulted in excellent results in comparison to the
exact solution. For example, at the 6.0 kHz, the percent error reduced from
154.0% down to 0.4% error. Similarly good results were obtained in the entire
(3.0 - 8.0 kHz range) for both the transmitted and scattered pressure. The
double precision gave a very small worse residual at 3,000 Hz, |a| = 2.099x10-8,
which suggests that equation (1) has been solved accurately. In comparing CPU
times between Run 3a and Run 4a in Table 1, it appears there is little penalty
in CPU time between single and double precision runs for Level 17.0. Conse-
quently, there is really no incentive (from a time saving point of view) to
make Sol. 8 type runs in single precision, as there was for Level 15.5 NASTRAN.

Again running tne same problem on Level 48B, MSC version of NASTRAN on a
CDC CYBER 175 computer (Run 6), very good results were obtained in relation
to the exact solution over the (3.0 - 8.0 kHz range); further, excellent con-
sistencywith the UNIVAC 1108 double precision runs is demonstrated at all fre-
quencies by comparing Run 4a with Run 6. The worst residual, |a], on the CDC
computer is not as good as the 1108 double precision run, but this is expected
since the CDC single precision word length is slightly smaller than the 1108
double precision word length; however, it should be noted that differences in
the decomposition algorithms could also account for differences in the worse
residual, even if the word lengths were the same.

The Level 52, MSC version of NASTRAN on a DEC-VAX computer (Run 7) gave
comparible results to the Level 17.0 NASA NASTRAN double precision 1108, and to
Level 488, MSC NASTRAN on a CDC-CYBER 175. The word length in double precision
on the VAX is slightly more than the single precision CDC and slightly less
than the double precision 1108. It is noted the Run 7 gave the smallest worse
residual.,

* It should be emphasized that in comparing any NASTRAN result to the exact
solution, for the purpose of measuring the formulation quality, it should be
done only in the frequency range of 3.0 - 8.0 kHz where the mesh satisfies the
10 element/wave length criterion.
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Computer Type/Level of NASTRAN Sensitivity

It is inconvenient to run the same exact version of NASTRAN on different
computers due to leasing restrictions, consequently this combination was not
done. Thus running NASTRAN on different computers always involved running a
different NASTRAN version as well, In scanning the results of Table 1 and
Table 2, all the runs performed with decomposition precision using word lengths
between 60 - 72 bits (i.e., Runs 3a, 4a, 6, 7) gave both accurate results in
comparison to the exact solution (3.0 - 8.0 kHz range) and consistent results
from machine-to-machine and version-to-version. We have purposely not commented
on the accuracy of Runs 5, 8 and 9 involving the DEC-VAX computer due to some
reservations we have regarding the operating conditions of the particular VAX
on which these runs were made, and will be discussed next,

Solution Repeatability

During the process of preparing this collection of comparative runs, an
unexplained phenomenom (which is still unexplained as of this writing) occurred,
namely the fact that Level 60 MSC-NASTRAN run on a DEC-VAX computer gave dif-
ferent results to the same problem upon rerunning the same data. The Run 9
series of runs were made on rigid format 26 which is comparable (there are dif-
ferences in the decomposition routine) to NASA-NASTRAN rigid format 8. For
example the input producing Run 9a was resubmitted over again (producing Run
9b) so that the residual vector {a} could be printed (employing the DMAP
instructions given earlier). In comparing the solutions, the results were
slightly different (e.g., 5.2% at 3.0 kHz?. The same input data was again
rerun on successive days producing Runs 9c and 9d. Run 9c is the closest to
the more stable results made on the 1108 and CDC computers.

Using the same DEC-VAX computer facility, the base case input was resub-
mitted again employing the Level 17.5 NASA/GODDARD NASTRAN and thus producing
Runs 5a and 5b. Again the nonrepeatability of the solution on the VAX was
experienced, this time with an entirely different version of NASTRAN.

An MSC Level 60 DEC-VAX computer run was made similar to Run 9a through
Run 9d, except that the older rigid format 8 instead of the newer MSC rigid
format 26 was employed. The results were poor in comparison to the exact solu-
tion, further, the worse residual of |A| = .2127 was unacceptably high. No
reruns of the same input were made on this version and level of NASTRAN.

In order to demonstrate that repeatable results are possible (a notion we
usually assume is true on most modern computers), the base case data was rerun
on the UNIVAC 1108 computer; single precision Runs 3a and 3b were totally
repeatable as well as double precision Runs 4a and 4b.

The facts that (1) the VAX computer resulted in nonrepeatable results
employing two separate versions of NASTRAN and (2) the Level 60 MSC NASTRAN for
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the VAX computer, Sol. 8 (Run 8) gave poor results, strongly suggests a prob-
lem with the particular VAX computer on which the runs were made. The follow-
ing list provides some possible reasons for nonrepeatability:

e computer central processing drops a bit in the main memory or
operating register

e main memory itself drops a bit between storing and retrieving data
e floating point accelerator drops a bit during calculations
e disk subsystem (drive or interface drops a bit)

e computer temperature rises due to air conditioning not keeping
up with thermal load during the summer months when the runs were
made; this could result in dropping a bit by one of the four
above mentioned possibilities.

Finally it is noted that as of this writing, non NASTRAN users of the same VAX
computer that made the runs reported here, did not report an% reﬁgatability
problems with computer program results totally unrelated to NASTRAN.

CONCLUSIONS

The paper is concerned with both the accuracy of equation solvers and
with the accuracy of the problem formulation for large dynamic steady state
problems (e.g., rigid format 8). Based on a series of computer runs on dif-
ferent versions of NASTRAN on different computers, the following set of con-
clusions are drawn:

e NASTRAN solution decomposition algorithms employing less than a 60
bit word could lead to serious errors in the results (e.g., employ-
ing 36 bit single precision words on an 1108 computer gave up to
154% error in the solution with both Level 15.5 and Level 17.0 ver-
sions of NASA NASTRAN.

e Correlation between results run on the 1108 double precision Level
17.0 NASA NASTRAN; CDC-CYBER 175 single precision lLevel 48B MSC-
NASTRAN; and DEC-VAX double precision Level 52 MSC-NASTRAN were
excellent,

e Unexplained unrepeatability of results were experienced on the DEC-
VAX computer for both MSC-Level 60 NASTRAN and NASA-GODDARD Level
17.5 NASTRAN; Level 17.0 of NASA NASTRAN had no repeatability prob-
lems on an 1108 computer.

e A minimum of 10 elements per wave length should be used to model
traveling wave propagation problems of the type treated in this
paper; coarser meshes lead to increasingly bad results when comparing
NASTRAN results to the exact continuum solution to the same problem.
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As a final comment regarding repeatability, it is noted that it is not being
suggested that this problem is one to be found in all VAX computers employing
NASTRAN. The spirit of the NASTRAN Colloquium is to share USER's experiences,
thus it was felt that our problem should be brought to the attention of the
NASTRAN USER's community in the event that similar problems are encountered by
others.
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RING ELEMENT DYNAMIC STRESSES

NANCY LAMBERT
A. O. SMITH ENGINEERING SYSTEMS

MICHAEL TUCCHIO
NAVAL UNDERWATER SYSTEMS CENTER

ABSTRACT

The stresses in the CTRAPRG and CTRIARG ring elements are not calculated
for any of the dynamic solutions in the current COSMIC version of NASTRAN.
This paper presents a DMAP alter sequence for Solution 8 and post-processing
program. NASTPOST, to calculate these stresses., Test cases are presented
which describe the method. The stiffness and the consistent versus concen-
trated mass problems which have been ascribed to this element are reviewed.

The DMAP alter sequence introduces Solution 8 displacements to a Solution
1 module to calculate Real and Imaginary stress components during the execu-
tion of Solution 8. The post-processor, NASTPOST, calculates the magnitude/
phase stress results.

The DMAP sequence has been written specifically for Level 52 MSC/NASTRAN,
but can certainly be used for any COSMIC version with slight modification.

INTRODUCTION

None of the currently documented versions of NASTRAN calculate the
dynamic stresses in the CTRAPRG and CTRIARG solid of revolution elements. The
stresses for these elements are calculated in NASTRAN for static solutions
(e.g., Solution 1) but not in the dynamic solutions (e.g., Solution 8). Com-
ments have been made by others which express the reasons for not including the
stress calculations are related to the formulation of the mass matrix for the
element.

Sample problems are given to show that the difference between the consist-
ent and concentrated mass approach is greater than one might expect from argu-
ments solely between the merits of consistent or concentrated mass.

This paper describes a DMAP alter sequence for Solution 8 and a post-
processing program, NASTPOST, to calculate these dynamic stresses. The DMAP
alter sequence introduces the displacements computed in Solution 8 to a Solu-
tion 1 module to calculate the complex stresses *n the form of real and
imaginary components. The post-processor, NASTPOST, calculates the stresses
in the form of magnitude/phase.
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DISCUSSION

It is not spelled out in the NASTRAN Users Manual that stresses for the
solid of revolution elements are not calculated for dynamic solutions. There-
fore, if one asks for stresses in a Solution 8 case control, the run is not
aborted, but no stresses are obtained.

In order to perform noise path studies of an axisymmetric structure it
became necessary to obtain these stresses. At first, the displacements for
the entire structure, obtained from a Solution 8 forced vit -ation analysis
were written into an output file; then these displacements, less one, were
written into SPC format as enforced displacements for a Solution static analy-
sis (this was done for the real and imaginary components separately). This
technique was later modified, utilizing the DMAP alter sequence A0S8$%CS and a
post-processor, NASTPOST.

The DMAP alter sequence is given in Figure 1. The major points are:

+ The user can specify output requests as usual for SPCFORCES
and DISPLACEMENTS.

« The user should specify STRESS (PUNCH) = ALL or a particular
set ID if he wishes to subsequently use NASTPOST to calculate
the magnitude/phase. This punched file will be sent to the
users system space., (FOR 013.DAT for the MSC/NASTRAN VAX 11/780
VERSION).

- A0S8%CS should be placed on the user's RFALTER library and
executed then by calling RFAT = A0S8S$CS.

The program NASTPOST is given in the appendix and is used to calculate
magnitude/phase stress components from real/imaginary stress components. The
major points are:

+ The components from FOR013.DAT above, are used as input to
calculate the magnitude/phase stress components,

+ This program can be run immediately after the execution of
MSC/NASTRAN or at some later time,

The test problem for A0S8$CS and NASTPOST is a circular plate fixed at
the edges and driven by a single force, 100 dynes, at the center, normal to
the plane of the plate. The finite element control model is the CQUADZ and
CTRIAG2 bending element model shown in Figure 2, The CTRAPRG model, shown in
Figure 3, is formulated as a concentrated or consistent mass for each of the
runs. The NASTRAN default value is the consistent mass matrix, The concen-
trated mass matrix is entered as CONM2 data. The three cases are compared in
Table 1 for static, 2000 Hz and 8000 Hz at a position near the concentrated
load and at the fixed edge.
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The concentrated mass formulation gives good results, as compared to the
control model, The consistent mass, or default formulation, gives results
which do not agree with the control model at either the low, 2 kHz, or high,
8 kHz, forcing frequencies.

The static solution agrees very well with the control model which indi-
cates that the stiffness of .he model is represented correctly by solid of
revolution elements. The er-or therefore is associated with the mass matrix
formulation. The degree of error is obviously greater than one would expect
from the normal arguments of consistent versus concentrated mass differences.!

It can be argued that the use of cyclic symmetry with 3D elements rather
than solid of revolution elements would have been a possible solution. This
is certainly an avenue that deserves added investigation for comparison of
cost and accuracy of solution compared to the solid of revolution elements with
concentrated mass matrix.

CONCLUDING REMARKS

A DMAP alter sequence for Solution 8 and a post-processing program
NASTPOST has been presented to calculate the dynamic stresses in CTRAPRG and
CTRIARG solid of revolution ring finite elements. Users of this technique are
cautioned to use the concentrated or lumped mass matrix rather than the con-
sistent mass (default value) matrix.

The DMAP sequence has been written specifically for Level 52 MSC/NASTRAN,
but can certainly be used for any COSMIC version with slight modification,

REFERENCES
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TABLE 1

COMPARISON OF STRESSES, 3/8 cm from CONCENTRATED LOAD

FREQUENCY 0!

QUAD2 134.4

TRAPRG (CONS.) 132.3

TRARG (CONC.) 132.3
TABLE 2

COMPARISON OF STRESSES, 3/8 cm from FIXED EDGE

FREQUENCY 0!

QUAD2 44.4
TRAPRG (CONS.) 45.6
TRAPRG (CONC.) 45.6

1 OBTAINED FROM SOLUTION 1
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2 kHz 8 kHz
75.5 66.4
17.2 63.1
96. 60.5

2  kHz 8 kHz
34.2 38.2
27.0 10.0
33.0 36.0
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APPENDIX A

THE NASTPOST PROGRAM
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[ DATA SET NASTPOST AT LEVEL 917 AS OF 11,95/79

COMMON /HDRCOM/TITLE(16),5LBT(16),LABEL(16)
DATA DTIT/ $TIT'/,CASE/"CASE’'/,DS5JB/"85UB’/,
4 DELE/‘SELE’/,BSTR/’ STR’/,DLAB/’SLAB'/
DATA 1036, 10377280/

1 CONTINUE
REVIND 7

- GET TITLE camd

S CONTINUE
READ(7,900, END=999) TENP, TITLE
xnra‘ €Q-DTIT) GO T0 6

C - GET SUBTITLE CARD

& CONTINUE
READ(7,900,END-998) TENP, SUDT
xnm‘ £Q.DSUB) GO T0 ?

Go To
c—atuuucm
7 CONTIME

READ(7,900, END=998) TENP, LABEL
m'rm‘.:o DLAS) G0 TO 16

c - m sm SS CARD

160 CONTIME
READ(7,910,END-999) TERP
IF(TENP.EQ.BSTR) GO TO 20

G0 70 10
C - GET SUDCASE IDENTIFICATION
CONTINUE

20
READ (7,320, £10-909) TEWP. IS1D
mm‘ €Q.CASE) GO TO 39

(2]

é
e
i

T0
CX ELENENT TYPES
IF(IELTVZ.£6.38) QO ffg

(1819, IELTVYP, 1E0F )
(1819, IELTYP, 1E0F)
£e. 1) 00 o 999

0““

1F(1037 .€8. 0) CALL MUI7(ISID, JELTVP, IEOF)
1F(1037 .€Q. 1) CALL RCI?(ISID, IELTYP, 1€0F)
1F(1037 .E0. 1 .AND. IEOF .EQ. 1) GO fO 999

900 sToP

000 'MNM.N. 1504,00)
010 FORRAT (85X, A4

g FMTMX.M.IX.II)
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FORPAT (A4, 12X, 111"
END

Cc DATA SET WASTRUIE AT LEVEL 294 AS OF 11-22/79
SUBROUTINE RWIG(ISID, IELTYP,I1EOF)
DIMENSION TEMP(2),DATA(S)
DATA TITLE/ ‘ST */,CONT/‘'-COM‘/,BLANK/’ ‘s
DATA INN,IOUT/?7,9/
REVIND IOUT
PRINT 10
10 FORMAT( SUBRQUTINE RU3E’)
READCINN, 900 ,END+999) IELNO,DATA(1),DATAL2),DATA(3)
[ J} COMT IMUE
READ(INN,910,END-990) CARDN,DATA(4)
IF(CARDN .NE. CONT) GO TO 990
URITECIOUT) 1SID, lEL‘M’ IELNO, DATA
c READUM.OZO END=999) TERP

BACKSPAC
CALL IMKSP(?EU. INN,AD99)
IF(TERP(1).EQ.BLANK)
$ READ(1S, “..END-M)XELNO,DM’M“ DATA(2),DATALI)
IF(TERP(1) .€Q. BLAMK) GO T
IF(TEAP(1) .NE. TITLE) GO 1’0 9“

$
3

>
m
]
.
-

G0 TO 800
FORRAT(110,8X,3E18.6)
FORPAT (A4, 14X, E18.6)
FORMAT (2A2)

END
¢ DATA SET NASTRUI? AT LEUEL 904 AS OF 11/02/79
1 SUWI'( RUI7¢ !S!D.XELM. 1E0F)

FORMAT( * SUBROUTINE
DIMENSION TEWP(2), MTMZ.).KKM(33)
DATA TITLE/‘ST '/.CWI’-W‘IJWI 4
DATA NN, I0UT/?7,8/
REVIND I0UT

o
Py
[ J

PRINT 10

ntm;a.m,m-an IELNO, DATA(1),DATA(2), DATA(D)
mum.eu,m-m) CARDN,DATA(4),DATA(S), DATA(E)
IF (CARDNM . CONT)

fnum.su.m-m) CARDN, DATA(7) ,DATA(S), DATA(D)

i!%?&*

) G0 10
Fnum.su.m-m& cgnn DATA(10),DATA(11),DATA(12)
mum.ou.:m-m&oc%w DATA(13),DATA(14),DATA(1S)
mum.uo.tm-no) CARDN, DATAC16),DATA(17),DATA(1S)
F(CARDN . ) G0 T0
mnm.uo.m-m) cm DATAC19),DATA(29)
nmuo\m xsxb.ltl.m IELNO, DATA
¢ READ(I101, 520, END-996 ) ) e
mo;gn.:a.m-m:m
wn't.( 10, 930 )XXREAD
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10

READ(10,920)TENP
REVIND 10
IFCTEMP(1) .EQ. BLANK.

8 READ(19,900,END-999) [  .+«),DATA(1),DATA(2),DATA(I)

IF(TEMP(1).EQ.BLANK) 570 @01
IFCTEMP(L) .NE. TITLE: .0 TO 99@
CONTINUE

ENDFILE IOUT

REVIND 10UT

RETURM

CONTINUE
STOP 3700
1EOF - 1

GO TO 800
FORMAT(110,8X,3E18.6)
FORMAT (A4, 14X, 3€18.6)
FORMAT (242 )
FORMAT(I3A4)

END

DATA SET NASTRCIE AT LEVEL @25 AS OF 11/05/79
SUBROUTIME RCIG(ISID, IELTVP, 1EOF)
FORMAT (' SUBROUTINE RCI6‘)
DINENSION TERP(2), MTA!(J) DATAR(4),RMAG(4), PMS£(4)
DATA TITLE/‘ST °/,CONT/’ -CON'/ BLANK/*
DATA lP?:, IM.IOU‘I'/‘ 7.9/

78
M(IN‘.O“,END-M) IELNO,DATAL(1),DATAI(2),DPATAI(3)

CONTINUE

READ(IM.’“.END-?N) CARDN, DATAI (4)
IF (CARDN .ME. ) GO TO 990
READCIOUT) ISIM Iil.‘I’PR IELNOR, DATAR
IF(ISIDR .NE. ISID) GO TO 990
IFCIELTPR .ME. IELTYP) GO TO 990
IFC(IELMOR .ME. IELNO) GO TO 990
DO 699 1 = 1,4

RAAG(I) = SQRT(DATAR(I)ISDATAR(I)

IF(DATARCI) .ME. 0.

IF(DATAI(I) .EQ. 0.

IF(DATAI(I) .CT. O.

IF(DATAI(I) .LT. 0.

Q0 Y0 €99

CONTINUE

RATIO = ABS(DATAI(I)/DATAR(I))

PHASE(I) = ATANI(RATIO ISRADDES
IF(MYQI(I).H 0.0 xm DATARCI).LT.0.0)

PHASE(])
IF(NTQX(I) I.?.. 9 .MD DATAR(1).LT.0.0)
o PHASE(I) + 180.

0
lf(MTQl(l) t?..-. .NO DATAR(I).0T.0.0)
PHAGE(T)  PHASE(T) * 270.0

CONTIMUE
VRITECIPRT,939) 181D, IELTYP, IELNO, DATAR, DATAT
IFCIELCNT . LT, 50 » 00 10 7¢

CALL HBIS(ISTH)

IELCNT = @

700 CONY

L3
IELCNT « IELCONT + &
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[22+]

10

”»

28838 § 8

904137
URITE(IPRT,940) IELNO, ((RMAG(I),PHASE(1)),11,4)
READ(INN,920,END-999) TEMP
BACKSPACE INN
CALL BRCKSP(TEMP, INN,0999)
IF(TEMP(1).EQ.BLANK)
$ REARL(1¢2,390, END-999)IELNO pATAL(1),DATALI(2),DATAI(I)
lF(?EPP(l) eo. BLAMNK) GO TO 901
IF(TEMP(1) .MNE. TITLE) GO ro 990
RETURN
CONT INUE
STOP 3601
IEQF « ¢

RETURN

FORMAT(110,8X,318.6)

FORMAT (A4,14X,3E:3.8)

FORMAT (2A2)

FORMAT (1X,3110,2(/,4(5X,1PEL12.5)))
Emoamux.xs,ax,u 1PEL2.5,’ 7/, 0PF10.5,54))

DATA SET NASTRCI? AT LEVEL 022 RS OF 11/95/79
SUBROUTIME RCI7(1S1D, IELTYP. 1€0F)
FORMAT( ' SUBROUTINE RCI?
DIMENSION TEMP(2), MTRI(Z‘) DATAR(20), RHQG(ZO) PHASE (20)
DATA TITLE/'ST '/ CW/’-CM 7, BLANK/
DATA IPR: , TNN, TOUT/6,7,8/

78
READ("’"..‘!..,END *999) IELNO,DATAI(L),DATAI(2),DATAI(3)

CONTI
READCINM,910,END=990) CARDN, DATAI(4),DATAL(S),DATAI(6)
1F (CARDM .ME. CONT) GO TO 99

READCINN, OlO.END'm) CARDN,DATAI(?7),DATAI(8),DATAI(Y)

IF (CARDN . ) GO TO

READCINN, 91.,5”-“) CMM DATAI(10),DATAI(11),DATAI(12)
IF (CARDN . CONT) GO TO

mnum.ou.:nn-ml CARDN, MTOX(!J) DATAI(14),DATAI(1S)
[FC(CARDN .ME. C T0 990

READ(INN, D 1o.£nn-m) CMM.NTQI(IS) DATAL (17),DATAI(18)
IF(CARDN .NE. T0 990

READ(ImM, 91 ..END"”) CARDM,DATAI (19),DATAI(20)

F(CARBM .NE. CONT) GO TO 990
READ(IOUT) ISI"JELM.!ELM.DM"
IFCISID .NE. 1ISIDR) GO TO 990
IFCIELTYP ME. IELTPR) GO TO 990
XF(IEW 'C. IELNO) GO TO 990

20 699 1 - 1,20

RAAG(I) » Sﬂ?(ﬂﬂ'ﬂ(!)lﬂ?ﬂ(l) ¢ DATAI(I)SDATALI(L))
IF(DATAR(L) .ME. 0.0) 70 690

IF(DATAI(1) .€Q. 0.0) Hﬂ((l) * 0.0

IF(DATAI(I) . 0.0) PHASE(]) - 9.

U(%Y:l.ﬂi (LT, 0.0) PHASE(T) = 270.0

690 CONTIME

RATIO » ADS(DATAL(I

)M‘l‘ (1))
PUASE(T) ~ GYM(M 10

DEQ
‘ ~. “thﬂ(l) .LT.0.0)
ll’(”‘l’.l(l) L7.0.0 “ DATAR(1).L7.0.0)

76




X PHASE(I) « PHASE(]) ¢+ 180.0
IF(DATAI(I).LT.9.0 .AND. DATAR(]).GT.0.0)
X PHASE(I) « PHASE(]) + 270.0

699 CONTINUE
c URITE(IPRT,938) ISID,IELTYP, [ELNO,DATAR, DATAL
IFCIELCNT ,LE. 7) GO YO 700

CALL HDI?(1SID)
IELCNT = @
700 CONTINUE
IELCNT « IELCNT ¢ 1
DO 7i0 I - 1,5
J o 42(1-1) ¢+ ¢
KsJe+]
IF(T .EQ. 1) URITECIPRT,949) IELNO,I,
((RMAG(IX1), PMSE(IXI)) IX1=J,K)
IF(I .NE. 1) UﬂITE(lPﬂT 950) I,
((RMAG(IX1), PMSE(IX!)) le'J.K)

c READ( INN, QO.END-M) TENP
c BACKSPACE 1NN
CALL BACKSP(TENP, INN,L999)
IF(TERP(1).EQ. BLANK)

$ READ( to.m.sn»-mnsw,o:;:x (1), DATAI(2),DATALI(I)

IF(TENC (1) .EQ. BLANK) GO TO
IF(TEMPC(1) .NE. TITLE) GO TO 990
RETURN

CONTINUE

STOP 3701
999 IEOF - 1

RETURN
908 FORMAT(110,8%,3E18.6)
910 roamugéux . 3E18.6)

920 FORMAT
930 FORMAT(1X,J110,10(/,4(5X,1PE13.6))

940 FORRAT(1X,15,1X,13,4X,4(1PE12.5, " /’,OPFIO.S 5X))

950 FORMAT(7X, 13, 4X, acireia. S,’ 7°,0PF10.5,5%)
mao.gmﬂ %

¢ DATA SET NASTHDIE AT LEVEL 007 AS OF 10/24/79

SUBROUTINE HDIS(]151D)

10 FORPAT ( * SUBROUTIMNE MDI6°’)
CORNON IMCMITLEUC) SUBT(16),LABEL(16)
T &

URITE(IPRT, 160)
URITE(IPRT,170)

100 ;o-m(;a'.a.:m.n:

4 rm:'o"g‘xm a SOX, ‘ SUBCASE* , 13)

130 FORMATC’ °3 '

140 FORMT(ZT,'S TRESSES FOR THE
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3438
<3319
2249
Qo4
30342
20343
33044
02345
49246
30847
99048
30949
29959
20051
39052
2300513
20054
30055

30058




‘GULAR RINGS (CTRIARG )

15. FORMY(S!)(,‘('MGNIYUDE/PMSE) )
160 FORMAT(4X, ‘EL’.I?X RhDIAL’ 19X, ‘CIRCUMFERENTIAL,

X 19X.’AXIQL’ 24X, ' SHE

B!
170 FORMAT(4X, 'lD’,ﬁl.'(x)',aax,'(wt'rm',au,'(z)',

10

X 26X, (ZX)*)
END

DATA SET NASTHDI? AT LEVEL 006 AS OF 10-24/79

SUBROUTINE HDJI?(ISID)

FORRAT (' SUBROUTIMNE WD3?’)
COMPON /NDRCWT"LEUG) SUBT(16),LABEL(16)
PRINT 10
LPRY = §
URITECIPRT,108) TITLE
URITECIPRT,110) SUBT
URITECIPRT, 120) LADEL, ISID
URITE(IPRT, 140)
Ulﬁ(lm, 150)
URITE(IPRT,160)
URITE(IPRY, 170)

TURN

RE
100 FORMAT(-1°,3x, 15A4,A2)
110 FORMAT(’ -, 3X, lSA‘.ﬂ
120 FORM‘I’('.’,!X 15A4,A2,50X, ' SUBCASE’,13)
130 FORRAT(’ *)

1nromwr(avx,'sral:ss£ FOR THE TRAPE ",
IDAL RINGS (CTRAPRG)

‘20
150 FORMY(GIX,‘(WITUK/ PHASE ) *)

160 me(ll.’EL',ZX.'ST'.lJX. 'RADIAL , 19X, 'CIRCURFERENTIAL,
170 FMTHN 'ID' - Pd PT',ISX. (X)’,24X%,  (THETA) ' ,24X,°(2)’,

X 19X, 'AXIAL’, 24X, ' SHEAR
X 26X, * (ZX)*

SUBROUTINE BACKSP(TEMP,INM,8)
DIMEMSION KKREAD(3),TEMP(2)
READ( INN, 930, END« 999 IKKREAD
REVIND 16

URITE (10, 930 YXKREAD

REVIND 10

READ(10,020)TENW

REVIND 10

FORMAT (33A4)

FORRAT(2A2)

RETURN

RETURN 1
e
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AN ENHANCEMENT OF NASTRAN FOR THE SEISMIC ANALYSIS OF STRUCTURES

John W. Burroughs
Civil Desizgn Department, Ontario Hydrc

SUMMARY

New modules, bulx data cards and DMAP sequence have been added to
NASTRAM to aid in the seismic analysis of structures. These allow input
consisting of acceleration time histories and result in the generation of
acceleration floor rasponse spectra. The resulting system contains numerous
user convenience f2atures, as well 3s being reasonably efficient.

INTRODUCTION

At ONTARIO HYDRO, the primary analysis tool is NASTRAN. This use began
with the purchase of level 15.1 and continued with 15.5 and SPERRY/NASTRAN.
Currently MSC/NASTRAN is being implemented as levels 16 and above are not
available in CANADA. To perform a seismic analysis of nuclear power plant
structures, the NASTRAN normal mod2s analysis has been utilized in
conjunction with two post processors written at ONTARIO HYDRO. The one
performs 3 time history method analysis to generate the desired floor
response spectra, the otner performs a response spectrum method analysis by
utilizinge these floor respons2 spectra. While the response spectrum
processor has stood the fest of time, the time history method processor has
not.

Tn2 time history analysis post processor was initially conceived to be
used with simple stic« type lumped mass models. However, 3as the complexity
of the analyses increased, this processor was unable to satisfy all
reguirements. In addition, the cost of analysis for the more complex
structures became excessive. About this time, the need to treat problems
Jnion were subjected to multiple-support excitations became 3 requirement.

Considering the shortcomings of the existing post processor, as well as
future rejuirements, it was decided to dewvelop an entirely new capability and
to include it within NASTRAN. This project was then divided into two main
development stages. The first, which i3z described in this paper, is a
replacement for the existing post processor and provides the ability to
sandle any size problem, efficiency, improved output and ussr convenience
features. Tne se2ond stage, levelopment of which is underway, 2xtends the
first stase Lo 1llow for the considerition of multiple-support excitation
nroblems.
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SYMBOLS

a(t) - acceleration time history at the ground (g).

bj - structural damping ratio associated with a3 particular mode
.

Fi(t) - generated force time history acting at a specific degree

of freedom.

Be - structural damping ratio associated with the 1lth element.
K j - stiffness matrix associated with a specific mode j.

k1 - stiffness matrix associated with a particular element 1.
m - modal mass matrix associated with the jth mode.

m; - total structural mass associated with grid point 1.

Pi(t) - absolute acceleration time history used as a load for the

response spectra generation.

B - equipment damping ratio for which spectra are required.

£ - displacement components in modal co-ordinates.

?j - mode shape associated with tae jth mode.

w, - input and modal frequencies at which the response spectra

will be computed.

THEORY

Since the input for seismic activity is usually available as
icceleration time histories, and force time histories are required, a
conversion must be performed. Several techniques are available, the one
chosen here replaces the acceleration time history by a set of force time
histories according to the equation

Fi(t) = mi a(t) (1)

This results in a force time history at each free degree of treedom
corresponding in direction to the input acceleration.

Once the force time histories have been created, a modal transient
analysis is performed. The resulting relative acceleration time histories
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are then converted to absolute accelerations prior to the generation of the
floor response spectra. This is done by adding the input acceleration to
each of the computed acceleration time histories in the corresponding
direction.

Floor response spectra are computed by performing a transient analysis
for =sach of a1 set of one degree of freedom oscillators. The transient
analysis performed utilizes the solution of separate second order
differential equations of the following form.

Ei+ 28w, fi + wot £ = f%z Pi(t) 2)
_bi

wOB"Zmi (3)

wgt = %ﬁ' (u)

The freguencies Wo utilized are a combination of user input frequencies
and the frequencies determined for the structure. As results are required
only in modal coordinates, the value of mj is arbitrarily sef to 1.0. This
raquires then only the solution of the equation

Ei + 28wy ki + wg ki = Pilt) (5)

The =quation of motion, therefore, corresponds to that of a single degree of
freedom system naving the prescribed damping and frequency properties and
subjected to the prescribed degree of freedom acceleration. The relative
acceleration is obtained at each time step as follows:

Einel =—*—P'n?f' - 2Bug ki nal - wgd Ei, N+l (6)
To obtain the desired absolute accelerations, the computed acceleration is
added to the above relative acceleration. The maximum acceleration is then
retained over all time steps. This procedure is repeated for each of the
designated frequencies and equipment damping input. The resulting table of
maximum acceleration versus frequency is the des;red floor response spectra.

Damping must be included in the analysis. Here, the user may specify
modal damping, uniform structural damping or element structural damping. The
preferred technique is to use element structural damping. In this case, the
composite modal damping values will be computed. These values are bgsed upon
the fraction of the strain energy sustained by each element in the model.

The modal damping for the jth mode is computed as follows:
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APPROACH

This facility has been implemented in NASTRAN by means of a DMAP
program. This program is a modification of that used for Modal Transient
Analysis (Rigid Format 12). The general problem flow is as shown in
Figure 1.

To implement this facility, four new modules were written. Two of which
precede the transient analysis module (TRD) and two follow. In addition,
extensive use is made of existing NASTRAN modules in the solution.

The standard NASTRAN approach is followed for the matrix generation and
eigenvalue extraction phase. Following this, the equivalent force time
nistories are created. The input acceleration time histories mav come either
from TABLEDL cards, or from a user file where the tables have been
prestored. A modal transient analysis 1is then performed. The output from
this stage consists of relative acceleration time histories. An added module
will convert these into absolute accelerations. This matrix is subseguently
transposed and from it the floc response spectra are generated. Finally, XY
plots of the spectra may be produced. All normal NASTRAN output is
available, 1in addition to the output produced by these new modules.

NASTRAN IMPLEMENTATION

To implement this capability in NASTRAN, two bulk data cards, four
modules and a complete DMAP sequence have been developed. The new bulk data
cards are SDATA and SETI.

The SDATA card, used to define the input loading and optionally to
select the data regquired to generate the floor response spzctra, is
illustrated in the appendix. The SDATA card is selected by the DLOAD case
control card. If the iacceleration is to be combined with other acceleration
or force time histories, then the DLOAD bulk data card may be used to combine
them, Each S5DATA card may select acceleration time histories for up to six
degrees of freedom at any one grid peint. In addition, data may be provided
for the generation of floor response spectra. This data includes the
equipment damping set and the set of grid points at which spectra are
desired. Miscellaneous data for tne control of the analysis may also be
provided.

The SETL card is used to define the grid points at which spectra are
computed. It is selected by the 3SDATA card and is required only if floor
response spectra are to be generated. The card format is shown in the
appendix.
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The acceleration time histories required may be cupplied either as
TABLED1l cards or from prestored tables on a user file. The latter technique
is preferred when a standard set of time histories is available.

Four modules were created for this enhancement. They are SCNTL, SAPF,
STHGNMX, and SFRG.
SCNTL Tiiis module verifies all data input on SDATA cards and ensures
that the required sets and data tables are available before
proceeding with tne analysis.

SAPF This module accepts the input acceleration time history and
generates the required force time histories. This is done by

creating new forms of the DLT and DIT tables.

STHGNMX - This module accepts the relative time histories output from TRD
and creates the absolute acceleration time histories. 1In
addition, this module can, at user request, reduce the size of
the output matrices prior to subsequent output requests.

SFRG - This module accepts the transposed absolute acceleration matrix
and creates the required floor response spectra. This includes
the generation of data for XY plots as well as printed output.
This information is then passed to the XY PLOT and OFP
modules.

In addition to these bulk data cards and modules, the DMAP sequence
contains a number of parameters which may be used by the engineer to select
optional processing paths. In general, the engineer need not use any of
these parametars as the default values will select the most appropriate
options.

Al the normal output from a Modal Transient analysis may be requested.
Tis includes pboth relative and absolute accelerations. The primary output,
and all which 1is normally required, is the floor response spectra which may
be printed or plotted as desired.

S4aMPLE PROBLEM

To illustrate the ease with which this enhancement may be used, the
structure shown in Figure 3 1s analyzed and floor response spectra generated
at grid point 6. As 21 point of comparison, the floor response spectra
generated by the previous post processor is shown in Figure 4. Tnat portion
of the NASTRAN input data required for this enhancement is shown in
Figures 5, 6 and 7 for the Pxecutive control, Case control and Bulk data
decks respectively. The plot of the resulting floor response spectra is
shown in Figure 8 and a portion of the printed output in Figure 9. A review
of this data and the resulting output demonstrates the ease with which floor
response spectra may be Zenerated.
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EXTENSIONS

Several extensions to this enhancement are either planned or in
progress. One will be to implement this facility in the other NASTRAN
versions available at ONTARIO HYDRO. Another is the extension to solve
multiple-support excitation problems. Upon completion of this last item, the
origiral reason for developing these features will be satisfied. All future
work will then add more user convenience features or efficiency
improvements.

CONCLUSIONS

As 2 result of this enhancement of NASTRAN, an easy to use capability
for the generation of floor response spectra has been made available. This
is an extension of the existing Modal Transient analysis which retains all
the original capabilities. In addition, the approach used is relatively
efficient in terms of computer resources and user interaction required. It
is a vast improvement over the original post processor aad removes all of the
restrictions innerent in it.
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APPENDIX

Input data card SDATA
Description: Defines an input acceleration time dependent loading and
various parameters for the generation of floor response

spectra.

Format and example

1 2 3 y 5 5 7 8 9 10
SDATA S1D RUN XQT DTM SAVE SOURCE THN1 DIR1 +3abc
SDATA 101 -1 3 2 BRTEQH 2 +3D1
+1beC IDFSP IDEQ NSKO IDUMP THN2 DIR2 THN3 DIR3 +def]
+3D1 10 20
+def THNY DIR4 THNS DIRS THNG DIR6
Field Contents
5ID Set identification number {(integer > 0)

RUN Run type control parameter < 0 - simple structure

> 0 - multi excitation

XQT Erection phase control

1 ocenerate time histories only

2 generate floor response spectra only
3 both 1 and 2

DT [dentification number of the grid point at which the
acceleration time history is applied (integer = 0)
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SAVE A flag indicating that the output time histories are to be
saved for subsequent use (integer - 0 or blank)

SOQURCE Identifier of the file on which the input time history is
stored (integer > 0, default = 0)

THN1 Name of the acceleration time history if on a file, or the
id of a TABLED1l card.

DIRiL Direction associated with this time history
(1 g integer < 6)

IDFSP Set id of a SETl card on which the points at which floor
spectra as desired are listed (integer > 0 or blank)

IDEQ Set id of FREQ, FREQL or FREQ2 cards on which the
equipment dampings are defined (integer > 0 or blank)

NSKO Alternate skip factor to reduce the output time histories
by (integer > 0 or blank)

IDUMP Intermediate output flag (integer > 0 or blank)
= 1 print input tables
= 2 print generated tables

Remarxs:

1. The SDATA card must be selected by the DLOAD Case Control card.

2. This loading may be combined with other loadings by means of the DLOAD
bulk data card.

3. The items SAVE and SOURCE refer to the NASTRAN GINO file INPT, INPl thru
INP9. INPT is denoted by zero, INP1 - INPY by the integers 1 to 9.

y, If SAVE is blank, the output time histories will not be saved.

5. If any DIRL or THNi is left blank, then the scan of these items is
terminated.

0. Up to o acceleration time histories at a single grid point may be
defined on one logical card.
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Input data card SETIL

Description:

Defines a set of grid points at which output is desired.

Format and example

1 2 3 4 5 5 7 8 9 10
SETL SID Gl G2 G3 G4 G5 Go G7 +31DC
SETL 10 5
+abe G3 -efo-
Fiel Contents
SID Set identification number (integer > 0)
Gl, G2 etc List of structural grid points (integer > 0 or "THRU")
Remar'zs:
1. These cards are referenced by the SDATA card.
2. If "THRU" is used if must appear in field 4. Fields 6 to 10 will then
be blank.
3. All points referenced within a THKU list must exist.
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Loop for
more
subcases

i

GENERATE
MATRICES

|

EIGENVALUE
EXTRACTIOCN

»]

SCNTL: Verify
input data

I

SAPF: Generate

Force Time Histories

]

Transient
Analysis

|

STHGNMX: Generate

Absolute Acceleration

I

Transpose Matrix

I

SFRG: Generate

Floor Response Spectra

l

Gencrate Force,

Stress Oufput

|

Print and Plot
Output

Figure 1:

v

Generation of Floor Spectra
Problem Flow
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ID A,B

APP DMAP

TIME 10

BEGIN 3

$INSERT DMAP SEQUENCE HERE
END $

CEND

Figure 5: Sample Executive Control Deck

TITLE = GENERATE FLOOR RESPONSE SPECTRA
TSTEP = 50

METHOD = 10

SpC = 100

DLOAD = 200

FREQ = 201

QUTPUT (XYPLOT)

PLOTTER = NASTPLT MODEL D,0

Figure 6: Sample Case Control Deck
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BEGIN BULK

1 2 3 4 5 6 7 8 9 10
FREQ 2 .01 .05 |
FREQ 201 .1 <5 .3 1.2 L.7 2.0 2.5 +Fl
+F1 3.0 3.5 4.0 .5 5.0 5.0 7.0 8.0 +F2
+F2 10.0 12.0 14.0 20.0 28.0 30.0 35.0
SDATA 200 -1 3 2 -1 BRTEH 2 +5SD1
+5D1 1 2
SET1 1 6
TSTEP 50 3000 .005 2
$
3 ALL OTHER GEOMETRIC DATA
$
ENDDATA

Figure 7: Sample Bulk Data Deck
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SOLUTTION OF ENFORCED BOUNDARY
MOTION IN DIRECT TRANSIENT AND
HARMONIC PROBLEMS
Prepared By
Gary T1,, Fox
Director
Engineering Mechanics Division

NKF ENGINEERING ASSOCIATES, INC.
8150 Leesburg Pike
Vienna, Virginia 22180
(703) 442-8900

INTRODUCTION

The current versions of NASTRAN, i.e., NASA, MSC, and MAC support non-zero
boundary displacements only in the static analysis. Forcing functions in the
dynamic analysis formats allow only forces and pressures to exercise the
mathematical model. This limitation can be circumvented by the application
of a DMAP alter sequence. For the direct harmonic problem, a simple change to
module FRRD can be easily incorporated to effect a more efficient use of the
code.

Let the equation of motion be written with the dynamic set of coordinates
in partition form with subscript b as the boundary set and subscript ¢ as the
complimentary boundary set, i.e.,

Mec mcb Xc dcc dcb Xc cc kcb Xc
oo | + . +
My “‘btj X) Lde  9on)] 1 %) M Son | [ % (1)
P P,
= C + nkt
Pb 0

where

m, d, k = mass, damping, and stiffness matrix coefficients

P, Pnl = linear and non-linear load vectors

96




Equation (1) 1s not solved by the direct transient or frequency formats when p s
X ,, and therefore X, and X , are known and P X , and therefore X and

ate unknown. However, equation (1) can be rewrltten in the form needed for
solution by the standard NASTRAN modules. The first of these are:

) X3+ a1 [Xbelk ] [X}= [P}e[p 3 o

ccC ce ce c C nl

where

] [x1

b

P} = (P} + [m 1o+ [k

c c cb] [xb} v [d

ch ch

By the use of the partitioning modules, the submatrices in Equations (1) or (2)
are easily formed. By letting the boundary displacement vector be input
through the FORCE or DLOAD cards, the force vector is actually identified as
[Pb} = [Xh} (or the first or second derivatives).

The formation of the load vector is different for the transient and har-
monic cases. These issues will be discussed below. Somewhat independent of
the problem is the requirement that the solution vector to be processed by the
remaining modules must be of the dimensions of the '"d'" set. By using once
more partitioning vectors and the MERGE module, the solution vector [Y }, and
in the transient case [ X} and [X_}, is merged with the boundary vectof [X, }
to form the dynamic vectSr [X,}. Cwlth the "d" set solution vectors formed,
the remaining DMAP sequence can be executed without NASTRAN knowing the
difference.

In the case of harmonic analysis the non-linear force is zero and equation
(2) becomes

L B U C O B L0 I S A (R (3)

ccC Cc

where

w = circular frequency, 2 w f.
HARMONIC ANALYSIS

The DMAP alter that was written to partition the matrix equation (1)
into the form of equation (2) and then solve the lower order equation (3)
is shown in Figure A-1l. The following paragraphs discuss the steps involved.

1. FRRD caleulates the load wector PNF and exits the module. The
parameter ISKP is changed from ~1 to a positive number to be
transferred to FRRD the second time the module is executed.

If the value of ISKP was set to zero, the default value,
the module would have been executed normally, A normal
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2. The parameter ISKIP is saved for later use,

3. The partition vector DPAR 1is used to partition the stiffness
matrix KDD. The submatrix identification is related to equa-
tion (2) by the following:

Figure A-1. DMAP Alter for Harmonic Response
ALTER 159.159
FRRD CASEXX,USETD,DLT,FRL,GMD,GOD,KDD,BDD,MDD,DIT/UDVF,PSF,PDF,PPF/
c,N,DISP/C,N,DIRECT/V,N,LUSETD/V,N,MPCF1/V,N,SINGLE/V,N,OMIT/
V,N,NONCUP/V,N,FRQSET/V,N,ISKIP=-1/ §

SAVE ISKIP $§

PARTN KDD,DPAR,/KD11,KD21,KD12,KD22/ $

PARTN MDD,DPAR,/MD11,MD21,MD12,MD22/ §

PARTN PDF,,DPAR/PD11,PD21,PD12,PD22/C,N,1 §

MPYAD KD11,PD21,PD11/P1DF/C,N,0/C,N,-1/ §

FRRD CASEXX,USETD,DLT,FRL,GMD,GOD,GOD,KD11, ,MD11,DIT/UIDVF,PSF,P1DF,
PPF/C,N,DISP/C,N,DIRECT/V,N,LUSETD/V,N,MPCF1/V N,MPCF1/V,N,SINGLE/
V,N,OMIT/V,N,NONCUP/V,N,FROSET/V,N,ISKIP/ $

MERGE KD11,KD21,KD12,KD22,DPAR,/KDD/ $§

MERGE MD11,MD21,MD12,MD22,DPAR,/MOD/ $

MERGE U1DVF,PD21,PD22, ,0PAR/UDVF/C,N,1 §

ENDALTER

CEND

Figure A-2, Listing of Module FRRD
LEVEL 2.2,1 (DFC 77)
ISN 0002 SUBROUTINE FRRD 00000010
C 00000020
C FREQUENCY AND RANDOM RESPONSE MODULE 00000030
C 00000040
C INPUTS CASECC,USETD,ULT, FRL,GMD,GOD,KDD,
BCD,MDD,PHIDH,DIT 00000050
C 00000060
C OuUTPUTS UDV,PS,PD,MP 00000070
C 00000080
C 8 SCRATCHES 00000090
C 00000100
ISN 0003 INTEGER SINGLE,ONIT,CASECC,USETD,DLT,FRL,
GMD,GOD,BDD,PHIDH,DIT, 1 SCR1,SCR2,SCR3,
SCR5,SCR6,UDV,PS,PD,FP,PDD,OPTION 00000120
1SN 0004 INTEGER SCP7,SCRB,NAME&2< ,MCB&7> 00000130

execution would give 4 solution to equation (1). The FORTRAN
listing of module FRRD is shown in Figure A-2. The added code
is underlined. Only the subroutines FRRD1A and FRRD1B are
executed in this step.
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ISN
ISN

ISN

ISN

ISN
ISN

ISN
ISN
ISN
ISN

ISN
ISN
ISN
ISN
ISN
ISN

ISN

ISN

ISN
ISN
ISN

ISN

ISN

0006
0006

0007

0008

0009
0010

0011
0012
0013
0014

0015
0017
0018
0019
0020
0021

0022

0024

0025
0027
0028

0030

0032

(@]

@)

a o

@}

INTEGER FOL
COMMON/APP&2< ,MODAL&2< , LUSETD ,MULTI, SINGLE,
OMIT, NONCUP,FRQSET,

ISKIP

COMMON/ FRRDST/OVF&150<, ICNT, IFRST, ITL&3<IDIT,
IFRD,K4DD

DATA CASECC,USETD,DLT, FRL,GMD,GOD,KDD,HDD,
MOD,PHIDH,DIT/
1101,102,103,104,105,106,107,108,109,110,111/
DATA UDV,PS,PD,PP,PDD/201,202,203,204,203/
DATA SCR1,SCH2,SCR3,SCR4,SCR5,SCR6 /301,302,
303,304,305,306/

DATA SCR7,SSCR8/307.308 /

DATA MODA /4HMODA/

DATA POL/205/

DATA NAME /4HFRRD,4H /

BUILD LOADS ON P SET ORDER IS ALL FREQ.
FOR LOAD TOGETHER

IF ( ISKIP .GE. 0 ) GO TO 5

NLOAD = ISKIP / 2*16

NFREQ = ISKIP - NLOAD/#*2%*%16

GO TO 15

CONTINUE

CALL FRPDIA&DIT,FRL,CASECC,DIT,PF,LUSETD,
NFREQ, NLOAD, FRQSET, FOL,

1 NOTRD<

1F&MULTI.LT.0.AND. SINGLE,LT.0.AND,OMIT.L.T.O
AND .MODAL

1 & 1< ,NF. MODA< GO TO 60

REDUCE LOADS TO D OR H SET

CALL FPRU14$PP.USETD,GMD,MULTI,SINGLE,OMIT,
MODAL&1<, PHLDH, PD,

1 PS,SCR5,SCR1,SCR2,SCR3, SCR4<

TF (_ISKIP .LT. 0 ) GO TO 40

15 CONTINUE

IF ( MULTI .LT. O .AND.SINGLE.LT.O .AND,

OMIT .LT. O
. AND, MODAL(1l) .NE. MODA ) POD = PD

SCR5 HAS PH IF MODAL FORMULATION
IF &MODAL&L< [EQ.MODA< PDD #SCR5
SOLVE PROBLEM FOR EACH FREQUENCY

[F&NONCUP .LT. O .AND. MODAL&L< ,EQ. MODA<
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00000150
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000001¢€0

00000170

00000180
00000190
00000200

00000210
00000220
00000230
00000240
00000250
00000260

00000270
00000280
00000281
00000282
00000283
00000284
00000285

00000290
00000300
00000310

00000320
00000330
00000340
00000350
00000360

00000370
00000375
00000377

00000378
00000379
00000380
00000390
00000400
00000410
00000420
00000430
00000440
00000450




ISN
ISN
ISN

ISN

ISN

ISN
ISN
ISN

ISN
ISN
ISN
ISN

TSN

TCN

ISN

ISN

ISN
ISN
ISN

ISN
ISN
ISN
ISN
ISN
ISN
TSN
ISN

0034
0036
0037

0038

0039

0040
0041
0042

0044
0045
0046
0047

0049

nnecn

0051

0052

0053
0054
0055

0056
0057
0058
0059
0060
0061
0062
0063

[oNe]

oNeoNeoNoNPNe!

30

[oN®]

@

GO TO 50

10 IF&FREQ .EQ. 1 .OR. NLOAD .EQ 1< SCR6 # UDV
DO 20 1#1,NFPEQ
CALL KLOCK&LOCK&ITIMEL<

FORM AND DECOMPOSE MATRICES

CALL FRRD1C&FRL,FROSET,MDD,RDD,KDD,1,SCR1,
SCR2,SCR3, SCR4, SCRS,
1 SCP7.1GOOD<

ULL IS ON SCR1 -- LLL IS IN SCR2

SOLVE FOR PD LOADS STACK ON SCR6

CALI FRRD1D&PDD,SCR1,SCR2,SCR3,SCR4,SCRO,
NLOAD, 1GOOD,NFREQ<

CALL KLOCK&ITIME2<

CALL IMTOGO&ITLEFL<

IF&2*&ITIME2-ITTMEI<.GT. ITLEFT .AND. 1 .NE.
NFREQ< GO TO 70

CONTINUE

1 # NFREQ

CONTINUE

[F&NFREQ .EQ. 1 .OR. NLOAD .EQ 1< GO TO 40

RESORT SOLUTION VECTORS INTO SAME ORDER AS LOADS
CALL FRRD1E&SCRE,UDV,NLOAD, I<

A0 TSUTD = NFRED NLOADA)**]16
RETURN

UNCOUPLED MODAL

50 CALL FRRD1F&MDD,HDD,KDD,FRL,FRQSET,NLOAD,
NFREQ, PDD, UDV<

GO TO 40

60 PDD # PP

GO TO 10

INSUFFICIENT TIME TO COMPLETE ANOTHER LOOP
70 CALL MESAGE&.5.NFREQ-T,NAME<

MCA&1l< # SCR6

CALL RDTFL&MCA*1<<«

MDONE # MCD&2<

MCR&1< # PP

CALL ROTR1&MCH&1<<

MCR&2< NOONF

CALL WRT1FL&MCB&1
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1SN 0064 [F&SINGLE JLT. O0< GO TO 80 00000900

ISN 0066 MCA&L” # PS 00000910
ISN 0067 CALL PUTRL&MCA&] <~ 00000920

K. .= Kbl

qu = KD12

KO = kp21

be .

Koo = KD22

bb

4. The partition of the mass matrix, MDD, is similar to the stiffness
matrix,

5. Because the load vector is calculated for all {requencies and
loading cond tions at once, PDF is a load matrix, a load vector
in each column. The partition vector DPAR is used azain to
separate the enforced displacements from the forces., The rela-
tionship to equation (2) is

o]
1]

PD11

P PD21

b

i

6. The module MPYAD performs the matrix multiplication and additions
required by equation (2), Here

P = PIDF
c

7. dodule FRRD is executed again, but this time the parameter [ISKIP is
positive. A jump to statement 15, underlined in Figure A-2, causes
only the subroutines FRKDIC, FRRDIE and FRRDIF to be executed. The
solution to equation (3) is obtained in this step. The code uses
the following names related to equation (3).

M =MDl

K = kpl1
P: = P1DF
x* = ULDF
C

8. The stiffness matrices are wmerg~d "o form the svstem stiffness matrix.
This is the ipverse of operation 3.

9. Similar to the stiffness matrix, this operation is the inverse of
operation 4,

10. Merpes the solution vector X of equation (6~7) with Xb to form the
system solution vector Xd' ¢

The three merges, operations 8, 9, and 10, are made necessary because
NASTRAN uses the displacement approach to the problem solution. In
order to calculate stress and forces in the members, the solution
vector must contain all grid points.
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TRANSTENT ANALYSIS

The DMAP Alter required for the Rigid Format 9, Direct Transient Respense,
is shown in Figure A=-3. The discussions below relates to the circled numbers
in the DMAP listing.

1. The Stiffness matrix is partitioned in accordance with
Fquation (2) where

Kbll = K
cc
D12 = K
KD1 hcb
71V = ’
KD21 kbc
KD22 = K
bb

2. The Mass matrix is partitioned similar to the Stiffness matrix

!
I
5110 N -
|
|

Figure A=3., DMAP Alter tn Rigid Format 9

ALTER 163

PARTN  KDD,OPAR,/KDI1,KD21,KD12,KD22/ $ ()
PARTN  MDD,OPAR,/MDLL ,MD21,MD12,MD22 S (2
PARTN  PD,OPAR/PD11,PA21,PD12,PD22/C,N,1 S 3)
MPYAD  PA21,MV1,/PBT21/C,N,0/C,N,1/C,N,0/C,N,2 S (4) (5)
ADD PBT21,PA21/PB21/C,Y ,ALPHA=(0.550F-2.0)/C,Y,BETA=(0.550E-2.0)$ (6)
MPYAD  PB21,MAIT,/PV21/C,N,0/C,N,1/C,N.O/C,N,2 S (7)
MPYAD  PV21,MV1,/PCT21/C,N,0/C,N,1/C,N,0/C,N,2 $ (8)
ADD PCT21,PV21/PC21/C, Y, ALPHA=(0.550E-2,0.)/C,Y ,BETA=(0.550E-2.0)$ (9)
MPYAD  PC21,MAIT,/PU21/C,N,0/C,N,1/C,N,0/C,N,2 S (10)
MPYAD  KDI12,PU21,PDLL/PID/C,N,0/C,N,1 /S (11)
ALTER 165,165
TRD CASEXX, TRL,NLFT,DIT,KD11,MDI1,PID/UTDVT,P1L.D/C N, DIRECT/
V,N,NOUE/V,N,NONCUP/V ,N,NCOL § (12)
ALTER 166
MERGE  KDI1,KD21,KD12,KD22,0PAR/KDD/ § (13)
MERGE  MD11,MD21,MD12,MD22,0PAR,/MDD/ S (14)
MERCE  PDIL,PILD,PD12,PD22, ,0PAR/PNLD/C,N,1 S (15)
PARTN  PA21,PVA,/A21,,PDAL2,/C,N,1 § (16)
PARTN PV21,PVA,/V21,,PDA12,/C,N,1 § (17)
PARTN  PU21,PVA,/U21,,PDAL2,/C,N,1 S (18)
MERGE  A21,,V21,,PVVA,/PVA2TI/C,N,1  § (19)
MERGE  PVA21,,U21,,PVUVA,/PUVA21/C, N, T S (20)
MERGE  LIDVT,PUVAZ2Y,,,,DPAR/EDVT/C,N,1  § (21)

ENDALTER
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4.

MVl =

MALT

The load vector, PD, which is output from module TRLG, is partitioned
according to Equation (2), where

PD = {P(tl)}, {P(tz)}, ..
PD11 = (Pc(tl)}, {Pc(tz)}, . ..
PA21 = {Pb(tl)}, {Pb(tz)}, . ..

Note that PD is a matrix formed by columns of load vectors, one
column for each time step. The matrices PD22 and PD12 are not
generated, i.e.

Direct input matrices, MV1 and MAIT, are used subsequently to calcu-
late the velocity and displacement matrices from the acceleration
matrix. The forms of MV1 AND MALT are

[ .

o = O
= O O

\
<

"

— N2

The dimensions of both matrices are M X N + 2 where M is the number
of coordinates in the b-set and N is the number of time steps.

Produces the matrix product

[PBT21] = [PA21]*[MV1]

- o
— 20 O
.

.

I’o 1
[0 0
[{ph (tl)}, {Pb (tz)}, .o L0000

n

[0, {p (tl)}, ‘P (tz)}, N

b b

It is seen that this operation moves the columns of the acceleration
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vectors from time ti to ti+1'
6. Produces the matrix sum
(PB21] = «!PBRT21] + g [P\D1]

The coefficients « and 5 are set equal to one-half of the
integration time step, At.

2+P3},...

='(/'\V]}, {'\Vg}, . . .J

[PR2L] = =5 [ £p + p), (P

wherc[PJ =1{p (ti)};i =1 toN+2
o

The matrix PB21 represents the change In velocity, AV., between

- . . i .
time steps, ti and t, The calculation is based on the trapesoidal
rule for numerical inte&ration.

7. The final step in producing the matrix of velocity vectors, PV21
from the matrix of acceleration vectors, PA21, this module produces
the matrix product

[PV21] = [PB21] [MAIT]

{1 111 ..
10111, .
0011 ..
= |ﬁv11 , (Av2}, N 0001 ..

Le o o
- ST ; / ! ; ‘7 « . e
= [lavy favy + AV, b, {a + A, + \\3}, |

8., 9. A repeat of operations ¢, f, g. The matrix of displacement
and 10, PU21, is calculated from the matrix of velocity vectors, PV2I1.

11. The load vector is calculated in accordance with Equation (2).

KD12 = K
cb
PU21 = {Xb}l’ {Xb}Q’ ¢« e
D> =
PD11 {Ph}l’ (Ph}z, N

= > }
PLD {rc}l, {PC gy v
12 The module TRD calculates the solution to FEquation (2).
KD11 = {Kece]
MDIT = Mec]
PID = P, Py, ..

1’ 2
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UIDVT =

L] = .
[PTLD] {Pnz}

The solution vector, ULDVT, is a matrix of displacements, velocity
and acceleration vectors for each grid point; a column for each
time step.

13. The system stiffness matrix is formed

KD11 KD12

------------ = [KDD|

KD21 KD22
l4. The system mass matrix is formed similar to the operation (13.)
15. The system load vector is formed

PD11

P1LD

i}

[PNLD |

16., 17, Partition the acceleration, PA?1, velocity, PV2l, and dis-
and 18, placement, PU21, matrices to the correct size to be merged
with U1DVT.

19., 20. These operations merge the solution matrix, UD1VT, with the

and 21, excitation matrix, PUVA21l, to form the final system solution
matrix, UDVT.

————— = [unvr]
PUVA21

From this point on, the solution is calculated according
to the Standard Rigid Format 9 procedure.
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APPLICATION OF NASTRAN TO THERMAL TRANSIENT ANALYSIS
WITH SURFACE ABLATION*

Karl Meyer
Planning Research Corporation
John F. Kennedy Space Center, Florida

SUMMARY

This paper presents a computer modeling technique for solving thermal
transient analysis (Solution 9, Approach Heat) with surface ablation problems
using the NASTRAN Computer Program.

The mathematical model used in this analysis 1is one dimensional, which
corresponds to the direction of heat flow. A1l dimensions perpendicular to
that of the heat flow direction are assumed to be in thermal equilibrium,
i.e., the net heat flow in and out is assumed to be zero. A special modeling
technique that would simulate the effects of surface ablation corresponding to
the direction of heat flow was developed and incorporated into this mathemat-
ical model.

A1l computer analyses were done using Level 16.0 NASTRAN on a UNIVAC Sys-
tem. This analysis technique was developed to predict the thermal response
and the amount of surface ablation that would occur on the deck of the Mobile
Launcher Platform (MLP) during a launch of the Space Shuttle at John F.
Kennedy Space Center, Florida.

INTRODUCTION

The similarities between heat transfer and structural analysis have been
exploited to include heat transfer as a part of NASTRAN analysis capabilities.

In heat transfer, just as in structural mechanics, the analysis of a
solid continuum can be modeled using the finite element method. Finite ele-
ment analysis reduces the problem to the solution of a set of simultaneous
equations in which the unknown variables to be calculated are defined at a
discrete or finite set of grid points. This set of simultaneous equations may
then be expressed in the matrix form:

[K] {u} + [B] {4} = {P} + {N} (ref. 1)

*This work was done under NASA contract No. NAS10-8525.
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Table I shows the analogies between heat transfer and structural mechan-
ics. The major difference between heat transfer and structural mechanics
analysis is that temperature is a scalar function of position, whereas dis-
placement is a vector with as many as six component degrees of freedom. Thus,
in heat transfer aralysis, NASTRAN provides one degree of freedom at each grid
point (temperature).

The heat conduction matrix [K], and the heat capacity matrix [B], are
derived from element and material properties assigned by the programmer. An
additional advantage of NASTRAN is that part of the heat conduction matrix may
be associated with surface heat convection or radiation. The applied heat
flux vectors {P}, are associated with heat flux in or out and are time-
dependent loads. The nonlinear heat flux vectors {N} are temperature depend-
ent or rate-of-change-of-temperature dependent heat flux in or out of the sys-
tem.

Typical output from a NASTRAN thermal transient analysis includes:
a. Temperature vs time or grid points

b. Rate of change of temperature vs time at grid points

c. Thermal flux vs time at grid points

d. Finite element temperature gradient vs time

SYMBOLS
8] Matrix of constant heat capacitance coefficients
[K] Matrix of constant heat conductance coefficients
{N} Matrix of nonlinear thermal flux which are functions of tempera-

ture of the rate of change of temperature

{P} Matrix of thermal flux are functions of time.

{u} Matrix of temperature at grid points

{u} Matrix of the rate of change of temperatures with respect to time
at grid points

A Unit cross-sectional area

F Radiation factor

S Arbitrary scale factor
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b Thermal capacity

c Specific heat

h Convective film coefficient

k Thermal conductivity

AX Length of element x = .0529 cm (1/48 inch)
p Density

g Stefan-Boltzmann constant

f() Function of a variable

C Second component CELASi element or point
i The ith grid point or element

in Thermal flux in

out Thermal flux out

TS Thermal switch

1,2, etc. Grid point or finite element number
NASTRAN MODELING PROBLEM

When analyzing a thermal transient heat transfer problem using a finite
element program such as NASTRAN in which surface ablation is present, a
modeling problem occurs. The problem is that when an element is ablated from
the material being analyzed it must be eliminated from the analysis. In the
present configuration of NASTRAN, it is not possible to eliminate an element
or elements in the middle of the computations and continue on to the
completion of the computations for a complete thermal transient analysis.

To solve this problem, a NASTRAN computer model was developed consisting
of a one-dimensional isotropic material or materials in which transient
transport of thermal energy occurs, with ablation from the front surface. All
dimensions perpendicular to that of heat flow direction consist of isotropic
material(s) which is assumed to be in thermal equilibrium, i.e., the net heat
flow in and out is assumed to be zero.

This NASTRAN model uses a special modeling technique to simulate the
removal of elements caused by surface ablation. The modeling technique
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involves the use of NASTRAN nonlinear load bulk data cards. These nonlinear
lToads essentially cancel an element from the analysis when it is ablated and
relocate the thermal flux into the model to the next prescribed grid point.

NASTRAN THERMAL MODEL
Refer to figure 1 (NASTRAN Thermal Model) in the following discussion.

To model the thermal properties of the material being analyzed, NASTRAN
CROD elements connected in series were used. This series connection of CROD
elements describes the one-dimensional thermal properties of the material or
materials being analyzed with respect to depth. For most heat conduction
problems, 20 elements per centimeter (48 elements per inch) of thickness are
needed to represent accurately the component being analyzed (ref. 2). Refer-
ing to figure 1, the thermal conductors Kj to K(j_1) and thermal capacitors

By to Bj are modeled using CROD elements 1 to (i - 1). The CROD elements ref-
erence PROD property cards in which a unit area (Aj) of one was used. The
PRCD property card references MAT4 material property card. The MAT4 material
property card requires the thermal conductivity (kj) and the thermal capacity
(bj) of the material(s) being analyzed. NASTRAN calculates the thermal con-
ductance and thermal capacitance for each element using the following rela-
tionships:

Ki

kjAj/ax

and Bj bijAjax/2 (Tumped method)

where b+ = picj

The backface grid point ; has a CHBDY element (convective film coeffi-
cient h) which references a temperature at grid point r. The CHBDY element
references a PHBDY property card where an area factor of one is specified.
The PHBDY card references a MAT4 material where the convective film coeffi-
cient is specified.

To model the ablation of elements from the model, a concept was developed

which I will call a thermal switch. The thermal switch is an element that has
an output response of zero or one, depending upon some predefined ablation
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temperature at a reference grid point in the material model. The thermal
switch was modeled using grounded CELAS3 elements. There is one thermal
switch for each point in material model. These thermal switches are not
physically connected to the grid points in the material model. The response
temperature of each thermal switch is made a function of the temperature at a
reference grid point using NOLIN1 nonlinear loads. The NOLIN1 nonlinear load
applies a thermal load N at the ungrounded point of the CELAS3 element, which
is a function of a temperature at the reference grid point and a table
(TABLEDi) bulk data card. The response temperature at the ungrounded point of
the CELAS3 is given by the following relationship:

N
u=x

It is evident from this equation that if a thermal load N of zero is
applied when the temperature at the reference grid point is below the ablation
temperature, the temperature response u will be zero. When the temperature of
the reference grid point is equal to or greater than the ablation temperature,
a thermal load of N = K is applied. The resulting response temperature u at
the ungrounded point of the CELAS3 element will be equal to one. Essentially,
this modeling technique makes the CELAS3 element an on/off switch which is a
function of temperature at a reference grid point in the material being
analyzed.

When the response temperature of the CELAS3 element ungrounded point is
used in conjunction with NOLIN2 nonlinear loads and other CELASi elements, all
effects of ablation can be modeled. The response of the other CELAS
ungrounded points are used as the second components, either temperature
dependent or rate-of-change-of-temperature dependent, in the NOLIN2 nonlinear
load cards. The first component response for NOLIN2 nonlinear load card is
the response temperature of the ungrounded point of the respective thermal
switch. The general equation for the NOLIN2 nonlinear load card is:

N; = Si.f(uTsi).f(uci) (ref. 3)

where: S; is an arbitrary scale factor for the ;th point,f(uTsi)
is the response of the jth thermal switch,f(uci) is the second
component response of the jth CELASi element ungrounded point.
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The second component response of the unground point of the CELASi element

can be used to generate thermal loads such as:
N.

fluns C1

(Ue1) Kei

f

where, Nqj =_1Fou4 for radiation thermal loads in or out

Nei = thu for convective thermal loads in or out
Nej = #Ku for conduction thermal loads in or out
Nei = iBﬁ for capacitance thermal loads in or out

When the second component response is used in conjunction with the
thermal switch response along with the NOLIN2 nonlinear 1load card, the
resulting loads can be turned on or off based on some predefined ablation
temperature.

The ablation effects that can be modeled using this modeling technique
include:

a. Cancelling of the original thermal flux in and relocating the thermal
flux to the next prescribed grid point

b. Cancelling the thermal conductance effects of the ablated element by
applying an equal and opposite thermal load at the next grid point
of:

c. Cancelling the thermal capacitance effects of the ablated element by
applying an equal and opposite thermal load at the next grid point
of:

Noutj = -Bpui-1-flurs;_;)
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NOTE

This effect is negligible and can be assumed to be
zero, because the value of uj-1 approximately equals
zero when the other ablation effects are taken into
consideration. Also, this type of nonlinear load can-
not be wused in NASTRAN's present configuration.
(Refer to NASTRAN PROGRAM RECOMMENDATIONS section of
this report.)

Again, all these ablation effects can be modeled with thermal switches in
combination with NOLIN1 through NOLIN4 nonlinear Tcads and other grounded
CELASi elements. One should note that when CELASi elements are used to pro-
vide non-zero temperature responses, a large thermal conductive to ground is
required. For the relationship N = Ku, u must be adjusted to the desired tem-
perature by defining the thermal conductance, K, of the CELASi element, which
is connected to ground, and a load N, which is applied to the grid or scalar
point in question. The numerical value of K should be several orders of mag-
nitude greater than the numerical value of the thermal conductance specified
in the rest of the model.

Figure 2 shows a schematic diagram of all thermal load equations applied
in a typical ablation program. The equations on the right of figure 2 are
used for applying and cancelling thermal flux in after the ablation process
occurs. Initially, Nj,y is applied at grid point 1. When grid point 1 reaches

ablation temperature, Ng,t71 is turned on by thermal switch 1 (CELAS3 element)
and this thermal load is applied to grid point 1. The value of Ny,tq is equal
and opposite to that of N;n1, essentially cancelling the thermal flux into
grid point 1. At the same time Ngyt1 is turned on Njpo, which is equal to
Nint» is turned on, thus moving the input thermal flux from grid point 1 to
grid point 2. This process is repeated for grid point 2 to grid point i, when
and if each respective grid point reaches ablation temperature.

The equation on the left of figure 2 are used for cancellation of element
thermal effects after ablation of the respective element(s) occurs. Initi-
ally, none of these thermal Tloads are applied until the ablation process
occurs. MWhen grid point 1 reaches ablation temperature, Ng,t2 is turned on by
thermal switch 1 and this thermal load is applied to grid point 2. The Ngut2
thermal flux cancels the thermal flux of By and Ky. This process is repeated
for grid points 3 to grid point i, when and if each respective grid point
reaches ablation temperature.
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Multilayer surfaces are modeled in the same manner and are composed of
layers of materials having different thicknesses and thermal properties.

NASTRAN PROGRAM EXECUTION

It was found during program execution that using a value of g = 1 for the
Newmark Beta integration algorithm (ref. 1) proved to be the most efficient
with respect to computer processing time. The value of B is specified on a
NASTRAN PARAM bulk data card. It should also be noted that the DIAG 10 option
can be used in the executive control deck, which will result in the use of the
alternate nonlinear load technique. This option may allow the user to use
Targer integration steps depending upon the particular problem.

NASTRAN RESULTS

Figures 3 and 4 show the theoretical thermal response plots of the
NASTRAN thermal program using this modeling technique. These curves show the
thermal response of the surface (Tsurface) exposed to the thermal flux in, at
25% (Tp59), at 50% (Tsgy), at 75% (T759) and at the backface (Tpackpace) of &

1-inch-thick steel plate. The flat portion at the top of the curves shows
when ablation occurred at each point. The plots were generated using the
NASTRAN X-Y plot capability.

These two thermal response plots were used to verify the NASTRAN program
against the actual physical results of two test situations. The tests con-
sisted of the impingement of the plume of a Tomahawk missile normal to a
2.54-centimeter (l-inch) thick steel plate for 9 seconds at two different
relative positions. For the first test, the nozzle exit plane of the Tomahawk
missile was located 5.182 meters (17 feet) from the steel plate. The results
of this test showed 75% ablation occurred. This test corresponds to figure 3,
which shows the same results.

In the second test, the nozzle exit plane of the Tomahawk missile was
located 3.658 meters (12 feet) from the steel plate. The results of this test
shows a burn-through (100% ablation). This test corresponds to figure 4,
which shows the same results.

Figure 5 is included to show a thermal response comparison between run-

ning NASTRAN without this modeling technique and with the modeling technique
(figure 4). Large differences between figures 4 and 5 are quite apparent.
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CONCLUSIONS

The inclusion of nonlinear loads in the NASTRAN computer program allows
the user a tremendous ersatility in the solution of dynamic problems. When
using these nonlinear loads in conjunction with NASTRAN, the user has a fast
and comparatively easy tool in solving problems of thermal transient analysis
with surface ablation.

It should also be noted that this type of modeling technique could be
applied to other types of dynamic problems when using NASTRAN.

NASTRAN PROGRAM RECOMMENDATIONS

For the solution of thermal transient response p